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Design and Analysis of MIMO Systems Using
Energy Detectors for Sub-THz Applications

Simon Bicaïs , Alexis Falempin , Jean-Baptiste Doré , and Valentin Savin

Abstract— The significant amount of unused spectrum in
sub-TeraHertz frequencies is contemplated to realize high rate
wireless communications for beyond 5G networks. Yet, the per-
formance of radio-frequency sub-TeraHertz systems is severely
degraded by strong oscillator phase noise. Therefore, we inves-
tigate in this paper the use of multiple-input multiple-output
(MIMO) systems with energy detection receivers to achieve high
rate communications robust to phase noise. First, the design of
the receiver detection algorithm is addressed. Two detectors are
proposed for the studied nonlinear MIMO channel, either derived
from the maximum likelihood decision rule by using a Gaussian
approximation, or based on the use of neural networks. Second,
the communication performance is assessed through numerical
simulations for uncoded and coded systems. We consider a
realistic scenario modeling an indoor wireless link in D-band with
directive antennas and strongly correlated line-of-sight channels.
Our results demonstrate that spatial multiplexing with non-
coherent sub-TeraHertz transceivers can be realized on strongly
correlated line-of-sight channels using the proposed detection
schemes. Thereby, we highlight that high-rate radio-frequency
sub-TeraHertz systems can be implemented with low-complexity
and low-power architectures using MIMO systems with energy
detection receivers.

Index Terms— Sub-Terahertz communications, physical layer,
MIMO, envelope detectors, detection algorithms, neural
networks.

I. INTRODUCTION

CONSIDERING the spectrum shortage in cellular bands,
the interest for communications in the TeraHertz (THz)

spectrum from 0.1 THz to 1 THz is continuously growing [2].
THz frequencies offer a significant amount of unused bands [3]
and represent an opportunity to achieve high data rate wireless
communications. Radio-frequency (RF) THz communication
systems are envisaged to meet the requirements of beyond
5G networks. This paper focuses on the use of the sub-THz
spectrum from 0.1 THz to 0.3 THz, in which bands of
several tens of GHz are expected to be allocated to fixed
and mobile services. In particular, we investigate one of
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the contemplated sub-THz applications [3]: a fixed indoor
high data rate wireless link. Nonetheless, this paper provides
general results relevant to other applications such as enhanced
hot-spot kiosk or device-to-device communications.

To achieve high data rate sub-THz communications, addi-
tional research is required to design efficient and new physical
layer algorithms. Traditional techniques cannot be directly
transposed to sub-THz bands as they do not consider the
specific features of RF impairments in sub-THz systems. In
particular, they suffer from strong phase impairments due
to the poor performance of high-frequency oscillators [4].
Indeed, as the carrier frequency increases, the phase noise
performance of oscillators largely deteriorates. These strong
phase impairments limit the achievable data rate of sub-THz
systems, notably by causing detection errors. Therefore, state-
of-the-art approaches [3], [5] investigate the use of coherent
systems together with channel bonding, also referred to as car-
rier aggregation. This type of architecture needs to be further
combined with signal processing optimizations [6], to mit-
igate the effects of phase impairments leading to complex
practical implementations. Alternatively, one may consider the
algorithm in [7] to mitigate the phase noise. Specifically, this
algorithm allows to estimate and whiten the interference due to
the phase impairments, based on the derivation of an approx-
imate maximum likelihood detector. However, we consider in
this study non-coherent detection, for its inherent robustness
to phase noise and simple implementation. In contrast to the
conventional approaches using linear RF chains, our purpose is
to enable high-rate sub-THZ communications using low com-
plexity transceivers, employing energy detectors and suitable
transmission schemes. In this regard, it is worth mentioning
that a fully integrated 260 GHz on-off keying (OOK) trans-
ceiver was demonstrated in [8]. Transceivers based on energy
detection (ED) have been extensively studied for systems with
a single transmit antenna and multiple receive antennas, see [9]
and references therein. Nevertheless, for non-coherent sub-
THz systems, the main challenge is to increase the spectral
efficiency. With regard to this objective, the work in [10] is rel-
evant as it shows that multiple-input multiple-output (MIMO)
systems with amplitude detection receivers may exploit spatial
multiplexing to increase their spectral efficiency. Therefore,
we investigate the design of MIMO systems with ED receivers
to achieve high rate sub-THz communications.

This paper extends the work in [10] by analyzing and
evaluating the system performance in a sub-THz scenario.
In contrast to [10], where the channel is built from inde-
pendent and identically distributed (i.i.d.) Gaussian entries,
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we assume that each spatial stream is transmitted with a direc-
tive antenna on a line-of-sight (LoS) channel. Consequently,
the channels are strongly correlated, and moreover, the result-
ing interference is nonlinear due to the ED at the receiver. The
strong and nonlinear interference between channels represents
a significant challenge to achieve spatial multiplexing gain
with non-coherent transceivers in sub-THz frequencies. The
contributions of the paper are the following. First, we derive
an analytical model for MIMO systems using ED receivers in
sub-THz bands. Second, the design of the receiver detection
algorithm is investigated. We derive a detector corresponding
to the studied nonlinear MIMO channel using a Gaussian
approximation approach, which we refer to as the Maximum
Likelihood Detector with Gaussian approximation (MLD-GA).
In addition, we propose an original and efficient detector
based on neural networks, which does not require any knowl-
edge of the channel or assumption on it. We also detail
the differences between state-of-the-art detection methods and
the two proposed detectors. Third, the system performance
is evaluated through numerical simulations. We introduce a
realistic scenario modeling a fixed indoor wireless link in the
D-band at 145 GHz. Our results show that communications can
be achieved with strong spatial interference between channels
using the proposed detection algorithms. Fourth, we consider
the integration of a forward error correction (FEC) scheme
in order to achieve channel coding gains. With regard to the
targeted high-rate low-complexity applications, we propose the
use of a Bose, Ray-Chaudhuri and Hocquenghem (BCH) code
with a short packet length that can be implemented with a
low-latency, low-complexity decoder. The results of numerical
simulations confirm that the integration of the FEC scheme
leads to significant performance gains in terms of achievable
data rate. It should be mentioned that this work is an extension
of our initial study [1] in which the system model and the
detector have been introduced. In addition to [1], we conduct
a more thorough analytical description. Moreover, we conduct
a fine analysis of the detectors behavior through numerical
simulations. We also present a practical implementation and
the limitation of the mathematical system model. Notably,
the practical radiation pattern of a real D-band antenna is
considered and its performance is discussed and compared
against the sectored antenna model, widely considered in the
literature.

The main contribution of this paper is to demonstrate
that spatial multiplexing with non-coherent sub-THz trans-
ceivers can be realized on strongly correlated LoS channels.
Thereafter, this paper highlights that MIMO systems with
ED receivers offer a valuable solution to achieve high rate
communications in sub-THz frequencies with low-complexity
and low-power RF architectures.

We also discuss the opportunity to derive a detector based
on deep learning for such a nonlinear system model. Indeed,
there has been a growing interest in wireless communications
regarding the use of deep learning techniques for communi-
cations as it is addressed in [11], [12] and [13]. More specif-
ically, [13] provides a general overview of the use of neural
networks for detection in communication systems and also for
linear MIMO systems. In [14], the use of deep neural network

Fig. 1. Block diagram of a 3 × 3 MIMO transceiver.

detection is investigated for linear MIMO systems with the
knowledge of the propagation matrices. In [15] and [16],
the authors present neural network detectors both based on
a linear MIMO system with channel and/or noise distribution
knowledge. Nevertheless, none of these works consider the use
of neural networks for nonlinear MIMO systems. Similarly to
the proposed neural networks based detector, the combination
of neural networks with energy detectors is addressed in [17].
However, in [17] neural networks serve a different purpose
and aim to detect the unused portions of the spectrum in
order communicate in an opportunistic way, i.e. spectrum
sensing applications. To the best of authors’ knowledge, the
proposed neural network based detector for nonlinear MIMO
system with ED receivers is original and not addressed in the
literature. Finally, we also discuss the implementation of the
proposed detection schemes in practical systems.

The remainder of this paper is structured as follows.
Sec. II outlines the system model. In Sec. III, the design
of the receiver detection algorithm is addressed. Sec. IV is
dedicated to the performance analysis. Sec. V discusses several
considerations related to the practical implementation of the
proposed detectors. Eventually, Sec. VI concludes the paper.

II. SYSTEM MODEL

We consider a MIMO communication system with Nt

transmit antennas and Nr receive antennas with Nt ≤ Nr,
as illustrated in Fig. 1. The propagation channel is described
by two Nr ×Nt matrices:H = (hk,n) and Φ = (ϕk,n) where
h2

k,n and ϕk,n denote respectively the propagation gain and
the phase shift of the channel for signals transmitted on the
n-th Tx RF chain and received on the k-th Rx RF chain.
To refer to this channel, we adopt hereafter the notation
n→ k. In addition, it is of interest to express the propagation
gain for channel n→ k as h2

k,n = gTx
k,n · lk,n · gRx

k,n to highlight
the influence of the antennas directivity gains gTx

k,n, g
Rx
k,n and

the path loss lk,n. Column vectors s = [s1 . . . sNt ]ᵀ and
r = [r1 . . . rNr ]ᵀ denote the sent and received symbols.
Envelope modulation is used at the transmitter and ED at the
receiver.

A. Transmitter RF Chain

The transmitter implements envelope modulation and the
architecture of one of its RF chains is depicted in Fig. 2.
Envelope modulation allows a simple implementation and an
efficient use of power amplifiers. In this case, OOK appears
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to be a simple and efficient modulation scheme considering
a non-coherent demodulation – see flash-signaling in [18].
On the n-th RF chain, we write sn(t) ∈ R≥0 the modulating
signal resulting from a rectangular pulse-shaping Π:

sn(t) =
�
τ∈Z

sn[τ ] · Π
�

t
T − τ − 1

2

�
√
T

, t ∈ R, (1)

where sn[τ ] is the τ -th modulated symbol from constella-
tion C = {0,√2} and T is the symbol duration. We have� τT+T

τT |sn(t)|2dt = sn[τ ]2. The transmitted signal xn(t) at
carrier frequency fc is given by

xn(t) = sn(t) · √2 cos(2πfct+ φ(t)), (2)

where φ(t) is a stochastic process modeling a strong oscillator
phase noise. The transmitter uses a single oscillator reference,
common to all RF chains, hence the phase noise process φ(t)
the same.

B. Propagation Channel

Recent measurement campaigns have shown that sub-THz
propagation channels are largely dominated by a single path,
often the LoS direct path, which provides most of the energy
contribution [19], [20]. This is due to the stronger channel
sparsity at those frequencies, in particular in open or urban
environment, and to the usage of highly directive antennas,
sometimes at both transceiver sides. The indoor radio prop-
agation channel between 126 GHz and 156 GHz has been
characterized in [19] and in [20] through measurements. Oth-
erwise, the modeling of sub-THz channels is addressed in [21]
using deterministic ray-tracing. Accordingly, we assume in this
paper a static LoS channel model.

C. Receiver RF Chain

We detail here the receiver RF chains whose architecture
is depicted in Fig. 2 for the k-th RF chain. The input of the
k-th chain is the band-limited1 signal yk(t), with bandwidth
B ≥ 2/T centered around carrier frequency fc. This signal is
given by

yk(t)=
Nt�

n=1

hk,nsn(t)
√

2 cos (2πfct+ϕk,n + φ(t)) + wk(t),

(3)

where wk(t) is a band-limited continuous Gaussian process
with spectral density N0, modeling the thermal noise. To sim-
plify further derivations, it is convenient to use the quadrature
representation of the real thermal noise wk(t). Accordingly,
wk(t) is represented using the real baseband signals wk,c(t)
and wk,s(t) in quadrature and modulated at fc. It follows that

wk(t) = wk,c(t)
√

2 cos(2πfct) − wk,s(t)
√

2 sin(2πfct), (4)

where wk,c(t) and wk,s(t) are band-limited continuous
Gaussian process with spectral density N0/2,
ϕk,n = dk,n · 2πfc/c is the channel phase shift, with dk,n

the propagation distance and c the light speed. The frequency

1The band-pass filter prevents the spectral folding of noise.

Fig. 2. Block diagram of one Tx-Rx chain.

down-conversion of the signal to baseband is achieved without
impact of phase noise by squaring signal yk(t) and low-pass
filtering it. That is

rk(t) =
� t+T

t

yk(u)2du, (5)

with fc � 1/T . For the k-th Rx RF chain, the τ -th received
symbol rk[τ ] = rk(τT ) is obtained after integration and sam-
pling, and can be expressed as

rk[τ ]

=
Nt�

n=1

Nt�
m=1

hk,nsn[τ ] · hk,msm[τ ] cos(ϕk,n − ϕk,m)

+2
� τT+T

τT

wk,c(t) ·
Nt�

n=1

hk,nsn(t) cos (ϕk,n + φ(t)) dt

+2
� τT+T

τT

wk,s(t) ·
Nt�

n=1

hk,nsn(t) sin (ϕk,n + φ(t)) dt

+
� τT+T

τT

wk,c(t)2 + wk,s(t)2dt. (6)

Regarding this equation, the first line represents the energy
of the received signals of the different Tx chains whereas the
following lines express the contribution of thermal noise in
the received symbols. Accordingly, we denote the energy of
the received signals

Ek[τ ] =
Nt�

n=1

Nt�
m=1

hk,nsn[τ ]hk,msm[τ ] cos(ϕk,n − ϕk,m). (7)

It should be noted that Ek expresses the nonlinear inter-
ference between the different channels of the system. Finally,
we denote by 2M = �2BT 	+ 1 the time-bandwidth concen-
tration of received signals [22], [23]. The time-bandwidth
concentration is used in this paper to derive the probability dis-
tributions of received symbols. These derivations are detailed
in the Appendix. It can be shown that the received symbols
are given by

rk[τ ] = Ek[τ ] +
�

2Ek[τ ] · wk[τ ] + zk[τ ], (8)

where wk[τ ] ∼ N (0, σ2
w) is a zero-mean Gaussian variable

with variance σ2
w = N0B/2M and zk[τ ] ∼ σ2

w/2 · χ2
4M is a

chi-square distributed variable with 4M degrees of freedom.
Furthermore, Eq. (8) defines the nonlinear MIMO channel of
the considered transceiver. In the following section, we inves-
tigate the design of the detection algorithm related to this
channel. From now on, the time index τ is disregarded for
brevity.
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III. DETECTION ALGORITHM DESIGN

A. Threshold Detector (TD)

We present in this paragraph the commonly used threshold
detector abbreviated by TD. When using a single-antenna
transceiver, this criterion has been shown to be optimal for
the detection of an OOK with an ED receiver, i.e. minimizing
the error probability [24]. This decision rule, defined upon a
threshold comparison, can be expressed as

ŝk =

�
0, if rk < λopt,√

2, otherwise.
(9)

where λopt is the optimal threshold, and depends on h2
k,k. This

detector only requires the estimation of propagation gains h2
k,k.

The expression of λopt and its evaluation in practical systems
are presented in [24]. Estimating symbol ŝk on the k-th RF
receiver chain, this detection criterion demodulates symbols
from the different antennas independently. Using the TD in
multiple-antennas systems implies the modeling of the spatial
interference between channels as noise. On the one hand, if the
spatial interference is negligible, this decision rule provides
an efficient and low-complexity demodulation scheme. On the
other hand, for strongly correlated channels, this detector
might not be able to estimate sent symbols. In this case,
a joint demodulation of the received symbols over all antennas
should be used. We propose in the following paragraph a joint
demodulation algorithm which exploits spatial interference
between channels as information to demodulate symbols on
strongly correlated channels.

B. Maximum Likelihood Detector With Gaussian
Approximation (MLD-GA)

1) Position to State-of-the Art Techniques: Well-known for
linear MIMO channels, the ML detector jointly demodulates
the received symbols of the different RF chains. This detec-
tor uses spatial interference as information to demodulate
symbols. It is important to point out unlike linear MIMO
channels, the spatial interference between channels expressed
in Eq. (7) is nonlinear due to the squaring of received signals
such that traditional detectors cannot be used. Therefore, we
derive here a sub-optimal detector corresponding to the non-
linear MIMO channel described in Eq. (8), using a Gaussian
approximation approach. The proposed detector is further
abbreviated by MLD-GA (Maximum Likelihood Detector with
Gaussian Approximation). It should be mentioned that [10]
also addresses the demodulation for a nonlinear MIMO sys-
tem. In [10], the demodulation is based on amplitude detection
of complex symbols resulting from a coherent receiver with
a local oscillator. Consequently the demodulation proposed
in [10] may be sensitive to phase impairments since the output
of the matched-filter is subject to a penalty in signal-to-noise
ratio (SNR) penalty, resulting from phase noise [25]. Con-
versely, we consider envelop extraction using energy detectors
robust to phase noise. For this reason, the detector described
in [10] cannot be used for the studied transceiver and differs
from the proposed MLD-GA.

2) Derivation of the MLD-GA Decision Rule: For inde-
pendent and equiprobable symbols, the ML decision rule is
optimum, i.e. minimizes the error probability. It is defined
upon the channel likelihood by

ŝ = arg max
s∈CNt

p(r|s,H ,Φ). (10)

With regard to the superposition of χ2 and Gaussian dis-
tributions in Eq. (8), the detection criterion resulting from
the channel likelihood would be too complex to be evalu-
ated in practical systems. To derive a decision rule with a
simple implementation, we approximate the contribution of
χ2-distributed noise, precisely zk in Eq. (8), by its expected
value. The variance of zk being 2M · σ4

w, this approximation
is tight at high SNR. Received symbol rk then follows a
Gaussian distribution

rk ∼ N (μk, σ
2
k), (11)

where the mean and variance are given by

μk = Ek + 2M · σ2
w, (12)

σ2
k = 2Ek · σ2

w + ε. (13)

Though the noise contribution is approximated as Gaussian,
the interference between channels remains nonlinear as
expressed by Ek in Eq. (7). The term ε is introduced to
prevent discontinuity2 in the detection criterion. Then, the joint
probability density function is given by

p(r|s,H ,Φ) =
Nr	
k=1

1�
2πσ2

k

exp


−|rk − μk|2

2σ2
k

�
. (14)

Finally, the detection decision rule can be written as

ŝ = arg min
s∈CNt

Nr�
k=1

|rk − μk(s)|2
σk(s)2

+ ln
�
σk(s)2

�
. (15)

This expression fully describes the proposed MLD-GA.
The minimization space CNt increases exponentially with the
number of antenna Nt. Since OOK modulation is used, the
modulation order remains small, |C| = 2, and the complexity
of the MLD-GA algorithm is not an issue. It must be empha-
sized that the MLD-GA requires the estimation of H and
Φ. The implementation of such estimation algorithm exceeds
the scope of this paper and hence is not presented. In the
following, we assume perfect knowledge of the channel at the
receiver.

C. Neural Networks Based Detector (NND)

We now propose a novel and original neural networks based
detector (NND) to estimate the sent symbols. The motivation
of using neural networks is twofold. First, as discussed in the
introduction, the considered system communicates through a
nonlinear MIMO, and neural networks are efficient to solve
multi-variables non-linear problems. Second, in the case of the
MLD-GA algorithm, the impact of noise on received symbols
is assumed to be Gaussian, assumption we do not make using

2Empirical results have shown that setting ε = σ2
w is an efficient choice to

minimize the bit-error-rate.
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Fig. 3. Architecture of the k-th neural network of the NND.

the NND. In addition, the NND does not explicitly need the
propagation matrices H and Φ to estimate symbols, as it
learns the channel features during the training phase.

1) Architecture of the NND: The NND is composed of
multiple neural networks estimating the transmitted symbols.
It is worth noticing that the NND uses one neural network per
transmit antenna. Each of the Nt neural networks estimates
a single transmitted symbol. The proposed architecture of the
k-th neural network is depicted in Fig. 3 for the detection of
symbol sk. This neural network uses fully connected hidden
layers Nhl, each one composed of Nn neurons using rectified
linear unit (ReLU) as activation function. The number of
hidden layers is function3 of the number of transmit antennas.
The input layer has Nr units, each one representing a received
symbol rk. Finally, a prediction �sk – homologous to the
probability Pr(sk = 0|r) – is produced at the output layer
with a sigmoid unit. Thus, we build a multi-layer perceptron
classifier in order to estimate the transmitted symbols sk.
Besides, it is worth mentioning that optimizing jointly the Nt

neural networks is more complex, and we have not observed
any performance improvement with respect to the parallel
optimization. Therefore, we consider training each neural
network independently in this paper. Eventually, the use of the
NND is relevant for high-rate applications requiring parallel
processing since sent symbols are estimated independently.
Indeed, each neural network of the NND can be trained and
provide inferences independently.

2) Training of the NND: The training of the NND is realized
by transmitting some reference symbols known by the receiver.
The set of weights is optimized during the training phase to
maximize the detection performance of the NND. Each neural
network, one per transmit antenna, is trained independently
using an Adam (Adaptative Momentum estimation) optimizer
[26]. The NND presents the advantage of having one loss
function Jk to optimize per neural network. Since OOK
modulation is exploited at the transmitter, it is pertinent to

3We note that the choice of these parameters is empirical and we have
observed for Nt ≤ 8 some relations between the NND parameters and the
system parameters such as Nhl = Nt/2 and Nn = N2

t .

Fig. 4. Detection performance without spatial interference.

use a binary cross-entropy loss function Jk described by

− 1
Bs

Bs�
τ=1


sk[τ ]√

2
ln (�sk[τ ]) +



1 − sk[τ ]√

2

�
ln (1 − �sk[τ ])

�
,

(16)

where Bs stands for the batch size. In addition, it may be
noted that the fixed property of the wireless link in the
targeted application is particularly suited to machine learning.
Indeed, a calibration phase must be realized once the system is
deployed because the received symbols depends on H and Φ.
Moreover, the channel is assumed to vary slowly or even be
static. Therefore we only need to train the NND once on pilot
symbols. The spectral efficiency loss due to pilot symbols
becomes insignificant because of the large channel coherence
time for the envisaged scenarios. A detailed description of the
NND implementation parameters is outlined in the following
section presenting the results of numerical simulations.

IV. PERFORMANCE ANALYSIS

A. Systems Without Spatial Interference

To evaluate the performance of the detectors, we first
investigate MIMO systems without spatial interference. The
channels are perfectly spatially multiplexed, i.e.H is diagonal.
To implement the TD decision rule in practical systems, the
threshold λopt has to be evaluated efficiently. Therefore, we use
the expression of λopt proposed in [24] using a polynomial
approximation.

Fig. 4 presents the results of numerical simulations for
systems using OOK with Nt = Nr and no spatial interference.
The communication performance is expressed in terms of bit-
error-rate (BER) as a function of the SNR defined by h2

k,k/σ
2
w.

For transceivers without spatial interference, it can be shown
that the NND achieves the optimal detection performance
given by the TD. We can remark that the TD and the NND
present a performance gain in comparison to the MLD-GA
decision rule. The performance loss of the MLD-GA results
from the Gaussian approximation of the channel. Indeed, in the

Authorized licensed use limited to: CEA GRENOBLE. Downloaded on October 13,2022 at 11:18:16 UTC from IEEE Xplore.  Restrictions apply. 



BICAÏS et al.: DESIGN AND ANALYSIS OF MIMO SYSTEMS USING ENERGY DETECTORS FOR SUB-THz APPLICATIONS 3683

TABLE I

SIMULATION PARAMETERS

present case, considering a system without spatial interference
equivalent to a single transmit antenna, the condition for the
Gaussian approximation to be accurate, σ2

w � Ek, is not
satisfied when transmitted symbol sk = 0, since Ek =
0. Consequently, the MLD-GA is in this case sub-optimal.
It is worth mentioning here that the MLD-GA is specifically
designed for multi-antenna systems. The performance loss
does not question the value of this detector, which is to be
highlighted in the next paragraphs.

B. Scenario Description: Fixed Indoor Link in the D-Band

We introduce here a realistic sub-THz scenario. The tar-
geted application is a fixed indoor wireless link in the
D-band. Table I outlines the main simulation parameters for
this scenario. The considered system uses a uniform linear
array (ULA) of antennas with Nt = Nr = N . The disposition
of the antennas is depicted in Fig. 5. The specification of the
antenna is extracted from [27] which describes the design of
a high-gain antenna for the D-band based on transmit-arrays.
We evaluate the propagation gain h2

k,n/σ
2
w for channel n→ k

using the link budget given by the Friis’ transmission equation.
With PATx the transmit power per antenna, Gk,n the antennas
gain, and dk,n the propagation distance, the link budget is
given by

h2
k,n

σ2
w

= PATxGk,n



c

4πfcdk,n

�2 

N0B

2M
Nf

�−1

. (17)

We have Gk,n = gTx
k,n · gRx

k,n the product of the Tx and Rx
antennas directivity gains for channel n→ k. We assume the
commonly used sectored antenna model illustrated in Fig. 5.
The antenna directivity gain is then defined by

g(α) =

�
g0, if |α| < θ

2 ,

g0 · �, otherwise,
(18)

depending on the beam width θ, the beam offset angle to the
main lobe α, the side lobe level � (0 < �� 1) and the antenna
gain g0. The considered scenario is symmetric and the beam of
the k-th transmit antenna is aligned with the k-th receive one.
This leads to gTx

k,n = gRx
k,n = g(αk,n) with αk,n the beam offset

angle for channel n→ k. Eventually, the channel matrix H
may be evaluated using Eq. (17) and Table I. The maximum
propagation gain h2

k,k is achieved for any channel k → k. For
a transmit power per antenna PATx = −30 dBm, we have

SNR =
h2

k,k

σ2
w

� 16.23 dB. (19)

Fig. 5. Disposition of the antennas in the scenario.

For k� = k, the interference terms (off-diagonal elements)
in matrix H are approximately

h2
k,k′

h2
k,k

�
�
−0.01 dB, if |αk,k′ | < θ

2 ,

−40.02 dB, otherwise.
(20)

When Δd� d0 the differences in path loss between chan-
nels are close to zero. Subsequently, the level of interference
between two channels, either strong 0 dB or very low −40 dB,
only results from the angle αk,k′ . If the inter-antenna distance
Δd is sufficiently large,

Δd ≥ d∗ = d0 tan


θ

2

�
, (21)

the channels are almost perfectly spatially multiplexed. In
this case, the interference results from side lobes of the
antennas and is very low (< −40 dB). This corresponds
closely to an ideal case and the system performance for
any N equals the one described in Fig. 4 without inter-
ference. Since d∗ � 26 cm, the latter condition implies that
the width  of the array of antennas may be significantly
large for practical implementation. The width of the ULA
 = dA + (N − 1)Δd, where dA = 5 cm is the width of the
antenna itself [27]. By way of illustration, for N = 8 we have
 > 1.8 m. To reduce the width of the transceiver, we now
consider a smaller inter-antenna distance satisfying

d∗
2

κ− 1
> Δd ≥ d∗

2
κ+ 1

, (22)

where κ ∈{3,5,...,2N−1}. In this case, the main lobe of one
transmit antenna beam enlightens multiple receive antennas,
namely up to κ. Put differently, κ denotes the maximum
number of transmitted symbols strongly interfering on a
receive antenna. Hence, the larger the value of κ, the stronger
the spatial interference between channels. By means of
illustration, the channel gain matrix H for N = 4 and κ = 3
may be accurately approximated4 as follows

H � h1,1 ·

⎡⎢⎢⎣
1 1 ρ ρ
1 1 1 ρ
ρ 1 1 1
ρ ρ 1 1

⎤⎥⎥⎦ , (23)

where ρ is the residual interference due to side lobes of the
antennas with ρ2 = −40 dB. There are κ diagonals whose

4Since the differences in path loss is less than 0.02 dB, the adjacent channels
interference and the residual side lobes interference can be respectively
approximated to 1 and a constant ρ.
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Fig. 6. Influence of the level of spatial interference (parameter κ) on the
system performance. Solid lines are for the MLD-GA while dashed line for
the threshold detector.

elements are 1 which equals the maximum number of inter-
fering symbols on a receive antenna. We use hereafter κ = 1
to denote the multiplexed case corresponding to Eq. (21).
Eventually, parameter κ enables us to quantify the level of
spatial interference.

C. Systems With Strong Spatial Interference

We now evaluate the influence of the spatial interference
on the system performance, using parameter κ. In these
simulations, the propagation gain and the phase shift matrices
are not approximated, but are exactly computed from the
scenario description and simulation parameters.

1) MLD-GA vs. TD: The results of numerical simulations
comparing the detection performance of the MLD-GA and
the TD are depicted in Fig. 6. The BER performance is
assessed for N = 8 and different values of κ. First, it must
be emphasized that the MLD-GA is essential to communicate
on strongly correlated channels. As expected for κ > 1 the TD
cannot demodulate sent symbols and presents a BER of 1/2.
Nevertheless, we can remark that if the spatial interference
is too strong, e.g. κ = 9 in Fig. 6, the BER reaches an
error floor. Simulation results also show that in the moderate
SNR regime, transceivers with large values of κ, i.e. strong
spatial interference, may demonstrate lower BER than the
multiplexed case κ = 1. With channel coding, such property
may be beneficial for configurations with κ large. If the BER
is low enough, the waterfall feature of the decoding algorithm
may be exhibited at a lower SNR. Subsequently, setting κ
large is interesting to achieve low error rate communications
with the combination of a channel coding while reducing the
width of the transceiver. The properties exhibited for N = 8
in Fig. 6 also hold for different values of N .

2) MLD-GA vs. NND: This paragraph presents the com-
munication performance of the NND and the MLD-GA algo-
rithms on strongly correlated LoS channels. Table II presents

the parameters of the NND architecture for the different
system configurations. The training dataset contains about 106

symbols when using a 8 × 8 MIMO system. These symbols
are used to train the 8 neural networks estimating each one a
transmitted symbol. The neural networks are trained indepen-
dently using 50 to 150 epochs. For the simulations presented
in this paragraph, NND is trained on Graphics Processing
Unit (GPU) processor and infered on Central Processing
Unit (CPU) processor. However, in a practical system, for fixed
indoor links, a calibration phase is needed using pilot symbols.
These pilot symbols could be sent to a cloud to perform
the training phase for example. Then, the NND would be
infered in an embedded system using an ASIC (Application-
Specific Integrated Circuit) or a FPGA (Field-Programmable
Gate Array) circuit. Here the tuning of the NND parameters
is empirical, yet we can admit that increasing the number of
antennas induces an increase of the number of hidden layers
and neurons. The results of numerical simulations are depicted
in Fig. 7 and Fig. 8. The BER performance is assessed for
N = 4 and N = 8 and different values of κ, i.e. different
levels of spatial interference. First, we can notice that, for
κ = 1 with any number of antennas N , the performance
equals the one without interference described in Sec. IV-A.
It can be noticed in Table II that there is no hidden layer
for the case without interference. Indeed, only one neuron
with sigmoid output is sufficient. Second, for N = 4 with
spatial interference, it can be observed that the MLD-GA
and the NND present similar detection performance. Though,
the NND demonstrates slight performance gains. Nonetheless,
it should be noted that if the spatial interference is too
strong, e.g. κ = 5 for N = 4 or κ = 9 for N = 8, the
BER reaches an error floor. Third, for N = 8, we notice
that the system performance of the NND is close to the
one of the MLD-GA if the spatial interference is not too
strong. With strong interference, κ = 9 and N = 8, using
the NND leads to a significant performance loss. Moreover,
at low SNR, the MLD-GA uses a Gaussian approximation
whereas the NND does not. Therefore, it explains why the
NND is generally better than the MLD-GA. However, this
property is not verified for κ = 9 due to high level of spatial
interference. The current NND architecture has difficulties to
cope with high interference level which explains the lack
of performance for the case κ = 9. Further investigations
regarding the architecture and the learning are expected to
reduce the performance loss. It should also be mentioned that
increasing the number of neurons in that case does not induce
performance gain, meaning that with this architecture we may
not expect better performance for κ = 9 and N = 8.

D. Discussions

We conclude this section on the analysis of the system
performance analysis by discussing some properties of the
transceiver. First, and similarly to linear MIMO systems, the
considered system benefits from the spatial diversity. Sent
symbols of a transmit-antenna may be received on several
receive-antennas. This property thus improves the robustness
to thermal noise. It explains the performance gains achieved
by systems with strong interference in the moderate SNR
regime in comparison to the multiplexed case, for instance as
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TABLE II

NND PARAMETERS

Fig. 7. Performance of the MLD-GA and the NND for N = 4. Solid lines
are for the MLD-GA while dashed lines for the NND.

shown in Fig. 6. In addition to diversity, the studied system is
also subject to ambiguity. Since the communication channel
is a nonlinear MIMO channel, different transmitted MIMO
symbols smay lead to similar received observations r. For this
reason, the BER of system configurations with strong spatial
interference reaches an error floor, e.g. κ = 5 for N = 4
in Fig. 7 or κ = 9 for N = 8 in Fig. 8. Subsequently,
we claim that the level of spatial interference, and hence the
inter-antenna spacing Δd, is directly related to a trade-off
between diversity and ambiguity. Second, it is also worth
mentioning that significant differences in channel qualities
exist. The different spatial streams – corresponding to a pair of
aligned transmit and receive antennas – are not subject to the
same interference. As illustrated by Eq. (23), the numbers of
symbols strongly interfering is larger for the receive antennas
in the middle of the ULA than for the antennas on the
extremities. Consequently, the interference is stronger for the
antennas in the middle of the ULA than the ones on the
extremities. We will see in the next section that this property
can be exploited by the channel coding scheme to enhance
the system performance by adaptive coding rate selection. In
all our numerical simulations, we assume that the antennas
are perfectly aligned. In case of misalignment, the entire
system model and algorithms remain valid. The misalignment
effect will be captured by the channel estimation scheme for

Fig. 8. Performance of the MLD-GA and the NND for N = 8. Solid lines
are for the MLD-GA while dashed lines for the NND.

the MLD-GA and by the learning mechanism for the NND.
Finally, our results demonstrate that spatial multiplexing with
non-coherent sub-THz transceivers can be realized on strongly
correlated LoS channels. MIMO systems with ED receivers
hence offer a valuable solution to achieve high rate com-
munications in sub-THz frequencies. Since the analysis is
carried out with some approximations, in particular on the
antenna model, the exactitude of the conclusions could be
questioned. Nevertheless, the next section proposes to improve
the performance analysis by considering and discussing some
practical implementation issues.

V. IMPLEMENTATION CONSIDERATIONS

We have previously shown that low-complexity low-power
transceivers using MIMO systems with energy detection
receivers can be implemented within sub-THz frequencies.
In this section, we first evaluate the system performance
with the real antenna radiation pattern from [27]. Second,
we consider the integration of a forward error correction (FEC)
scheme as channel coding. Third, the practical implementation
of the proposed detection schemes is discussed.

A. Performance With the Real Antenna Gain

Previously, we have based the performance analysis upon
the commonly used sectored antenna model. The sectored
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Fig. 9. Antenna gain measured in [27] (normalized to 32 dBi).

model is relevant for its simple analytic expression. However,
the accuracy of the analysis can be improved by considering
the real antenna radiation pattern measured and published
in [27]. Fig. 9 depicts the real antenna radiation pattern
and the sectored model. The assessment of communication
performance with the real antenna gain, in comparison to
the sectored model, is presented in Fig. 10 for N = 8 and
using the MLD-GA and the NND. It can be observed that
the BER performance of system configurations with strong
interference is deteriorated when the real antenna gain is
considered. Specifically, the performance are worse at low
SNR for the real antenna radiation pattern. The performance
loss can be explained by a loss of diversity due to lower
side lobes. However, it should be emphasized that the error
floor is removed. With the real radiation pattern, sent symbols
are received on multiple antennas but with lower energy than
with the sectored pattern. Nevertheless, and conversely to the
sectored model, it can be noted that ambiguity is removed and
thus no error floor is observed with the real antenna radiation
pattern, see the configuration N = 8, κ = 9. In addition,
it should be emphasized that the MLD-GA and the NND
demonstrate similar demodulation performance in the case of
the real antenna gain. We conclude from these results that the
sectored antenna model is an efficient but mostly optimistic
model to describe practical systems. In the following, any
further performance analysis is based on the real radiation
pattern of the antenna directivity gain.

B. Performance With Channel Coding

We have previously demonstrated the influence of the level
of spatial interference (parameter κ) on the system perfor-
mance. It can be observed that the waterfall BER performance
is improving with increasing κ. However, when κ increases
too much, the BER may reach an error floor (e.g., κ = 9,
the BER reaches an error floor at 10−3). Yet, for a coded

Fig. 10. Performance for N = 8 with the real antenna gain.

system such an error floor may be lowered or even removed
by the FEC scheme. Therefore, it is interesting to consider
the integration of a FEC scheme to achieve channel coding
gain and low error rates. However, implementing the FEC, and
in particular its decoder, may entail a significant complexity
and power consumption. To achieve a low-complexity low-
power transceiver, we propose here to use a BCH code. The
considered FEC scheme is a BCH code with a packet size of
63 bits and a coding rate ranging from 0.4 to 0.9. We consider
a hard-input, syndrome-based, half the minimum distance
bounded decoding algorithm. It should be mentioned that the
key features of this code are a low-complexity implementation
and a low-power consumption [28]. In addition, with regard
to the short packet size, this code has a low-latency decoder.
These features appear to be highly relevant for the scenario
investigated in this paper. The considered transceiver archi-
tecture with the integration of a channel coding is presented
in Fig. 11. Multiple FEC schemes are used and the coding
rate can be adapted to the channel quality of the receive
antenna. Since the channel is assumed to be static, channel
coding with adaptive rate is implemented only to adapt the
coding rate to the receive antenna. Indeed, the channel presents
significant differences in terms of quality depending on the
receive antenna. Receive antennas in the middle of the ULA
are subject to stronger interference than the ones on the
extremities. For this reason, adapting the coding rate to the
receive antenna enables us to capitalize on the latter property
to further enhance demodulation performance. The system
architecture in Fig. 11 is particularly interesting as it also
maintains a high degree of parallelism.

Fig. 12 presents the achievable rates as function of Eb/N0B
for systems with a BCH code such that the BER is below
10−6. The BCH code is implemented with a coding rate
ranging from 0.4 to 1 and a channel decoder based on the
hard decisions produced by the MLD-GA. Numerical results
have been obtained through Monte-Carlo simulations with the
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TABLE III

SYNTHESIS OF THE MAIN SYSTEM PARAMETERS AND KEY PERFORMANCE INDICATORS

Fig. 11. System architecture integrating a FEC scheme.

real antenna radiation pattern. First, it should be remarked
that integrating a FEC scheme enables to achieve a significant
channel coding gain. Second, it can be noticed that the
adaption of the coding rate to the receive antenna leads to
performance gains in comparison to setting a fixed coding rate
for all antennas. In particular, we can see that for N = 4 and
N = 6 the performance gains are larger than 2 dB.

To present the results of Fig. 12 differently, we propose in
Table III a synthesis of the system performance and parameters
for different number of antennas. For all system configurations,
the system bandwidth is B = 2 GHz, the distance Tx-Rx is
d0 = 10 meters, and the coding rate of the BCH is 0.9. Though
the system performance is evaluated with the MLD-GA,
similar results are expected using a demodulation based on
the NND. Further, a channel bonding scheme, aggregating
several sub-bands, could increase the throughput and allow
to benefit from the large available free spectrum offered in
sub-THz bands. It can be concluded that MIMO systems
using ED receivers may achieve high rate communications
in sub-THz bands with low-power and low-complexity RF
architectures. Performance of coded systems could be further
improved by considering longer packet length, soft-decision
channel decoding, or capacity-achieving codes, e.g. a polar
code, yet at the detriment of complexity.

C. Comparison of the Proposed Detection Algorithms

This section provides an overview of practical aspects of
MLD-GA and NND techniques, to understand their respective
benefits and drawbacks.

1) Channel Estimation: The first difference between the
MLD-GA and NND is the following. To perform its decision
rules, the MLD-GA algorithm requires an explicit knowledge
of H , σw and Φ, and hence, also the design of a channel
estimation algorithm. In contrast, the NND is able to learn the
channel features, and implicitly the channel matrices, during

Fig. 12. Achievable data rate with a BCH code and the real antenna gain.
The dashed lines are for a scheme with fixed coding rate and the solid lines
for the achievable data rate with an adaptive coding rate strategy.

the training phase in order to demodulate the received symbols.
The transmission of reference symbols is required for both
detection algorithms which results in a spectral efficiency loss.

2) Algorithmic and Implementation Complexity: The com-
putational complexity of MLD-GA and NND algorithms can
be estimated. Yet, from an implementation perspective, it
is delicate to draw conclusions based on the computational
complexity only, as these algorithms lie in different paradigms.
The MLD-GA algorithm is a common detection method.
Although the complexity of the MLD-GA is O(|C|N ) and
increases exponentially with the number of antennas, the
decision rule only requires the evaluation of simple weighted
Euclidean distances. Also, the complexity of the MLD-GA
depends on the order of the modulation scheme. Using an
OOK modulation with |C| = 2, the resulting complexity is
O(2N ) which is reasonable for practical implementation. The
implementation of the MLD-GA in practical systems would
likely use a common digital signal processor. In contrast,
the computational complexity of the NND depends mainly
on the size of the used neural networks. Neural networks
present high computational cost because they perform matrix
multiplication. Hence, for a fully connected layer (dense), the
order of the complexity is O(Nin × Nn × Nout). In our
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case, for a 8 × 8 MIMO system, it leads to O(N4
t ), thus

resulting in a computational complexity that may significantly
exceed the one of MLD-GA. Regarding strict algorithm com-
plexity, NND is more complex than the MLD-GA w.r.t. the
demapping task. However, NND allows to perform “inner”
channel estimation, which is complex to perform in our system
model, and would be able to cope with additional nonlinear
effects such as power amplifier non linearities. The proposed
NND allows to show that with simple data, we can design
a solution able to perform CSI estimation, detection and
additional corrections. Besides, implementing neural network
computations relies on very optimized algorithms [29] benefit-
ing from cache usage, parallelism and shared memories [30].
For instance, fully connected layers may benefit from data
and model parallelism, and pipelining; while in each layer,
operations can be parallelized on either GPU or CPU. Besides,
increasing the number of layers would drastically increase the
complexity. Thereby, in our case, increasing the number of
antennas will also increase the complexity of the NND. The
complexity of both training and inference stages should be
differentiated. Indeed, the training stage involves many data
and consuming resources whereas the inference stage could
be quite simple. Regarding the inference stage, it could be
envisaged to quantize the NND weights to reduce resource
usage and enhance energy efficiency. One may also consider
pruning the neural networks to reduce the complexity, i.e.
deactivate neurons with low valued weights and dead ones.
Besides, the implementation of neural networks is currently a
largely investigated research topic. Thus, implementing neural
networks on dedicated hardware such as GPU, FPGA and
ASIC can significantly decrease computation time regarding
the chosen neural network architecture – readers may refer
to [31] and [32]. It can be noted that in our system, GPU would
be used for the calibration phase and a more energy efficient
hardware for inference such as FPGA or ASIC. Moreover,
an analog implementation of the decoder integrated to the
analog front end, through spiking neural network [33] or the
use of programmable discrete components [34] could help to
reduce complexity and power consumption, especially to deal
with very high data rate. However as we deal with digital
transmission a one bit ADC is still necessary.

Last, it should be emphasized that in this work, for the
contemplated applications such as device to device commu-
nication or indoor backhaul, it appears to be challenging to
implement the proposed detectors in systems with N ≥ 16
due to: i) the width of the antenna array, and ii) the complexity
of the detector. However larger antenna system could be
envisaged for other applications, e.g outdoor backhaul link.

3) Transceiver RF Nonlinearities: Eventually, it is interest-
ing to mention that RF components of the transceiver might
present additional nonlinearities, e.g. quantization, RF power
amplifier. In particular, envelope detectors based on diodes
may present non-ideal square law response such that Xout ∝
Xα

in with α < 2 [35]. It is expected that the NND might
learn these channel nonlinearities and still demodulates symbol
efficiently. The MLD-GA does not consider any other nonlin-
earities, such that it might be sensitive to these impairments
and might require additional modeling. Nevertheless, it is of

practical interest to characterize the detector robustness to
imperfect RF components.

VI. CONCLUSION

We have investigated the design of MIMO systems with
ED receivers for future applications in sub-THz bands. First,
the system model has been described by characterizing the
sub-THz channel and the RF architectures of the transmitter
and receiver. Next, we have proposed two detection algo-
rithms: i) the MLD-GA, derived from the ML decision rule
for the studied nonlinear MIMO channel using a Gaussian
approximation; ii) the NND, a detector based on the use of
neural networks. Subsequently, a realistic scenario modeling
an indoor wireless link has been considered to assess the
communications performance. Simulation results have proved
that low error rate communications can be achieved on
strongly correlated LoS channels using the proposed detec-
tion schemes. The two proposed detectors present similar
demodulation performance, yet their implementations in prac-
tical systems are very different. Moreover, we have shown
that integrating a low-complexity channel coding scheme
leads to valuable performance gains in terms of achievable
data rate. In conclusion, our results demonstrate that spatial
multiplexing with non-coherent sub-THz transceivers can be
realized on strongly correlated LoS channels. Ultimately, the
spectral efficiency of non-coherent communication systems
using sub-THz bands can be efficiently increased using MIMO
systems and ED receivers with low-complexity and low-power
RF architectures.

Besides, it is worth mentioning that the presented tech-
niques and results are relevant to applications beyond sub-THz
communications such as visible light communications or opti-
cal systems. Visible light communication systems commonly
implement intensity modulation and detection. The nonlinear
interference between channels in these systems is also a major
challenge to realize spatial multiplexing. The proposed detec-
tors could be easily adapted to visible light communication
systems in order to achieve spatial multiplexing.

APPENDIX

We derive here the probability distribution of received sym-
bols expressed by Eq. (24). In detail, this paragraph intends to
evaluate the distributions of the integrals in Eq. (24) expressed
in the considered nonlinear MIMO channel of Eq. (7) by�

2Ek[τ ] · wk[τ ]

= 2
� τT+T

τT

wk,c(t)Sk,c(t) + wk,s(t)Sk,s(t)dt (24)

zk[τ ]

=
� τT+T

τT

wk,c(t)2 + wk,s(t)2dt. (25)

The following notations are used

Sk,c(t) =
Nt�

n=1

hk,nsn(t) cos (ϕk,n + φ(t)) ,

Sk,s(t) =
Nt�

n=1

hk,nsn(t) sin (ϕk,n + φ(t)) . (26)
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It should be mentioned that in Eq. (8) the terms wk[τ ]
and zk[τ ] respectively denote the mixed signal-noise con-
tribution and the squared noise contribution in the chan-
nel. Under a strong oscillator phase noise assumption,
we obtain� τT+T

τT

Sk,c(t)2dt =
� τT+T

τT

Sk,s(t)2dt = Ek[τ ]/2. (27)

The strong oscillator phase noise assumption corresponds
to

�
T

cos (φ(t))2 dt = T
2 + o(1). This assumption is verified

for a fast varying phase noise (strong phase impairments).
Nevertheless, if not the case, nothing but the variance of
the mixed signal-noise term wk[τ ] is different, which has no
further impact on the design of the detection algorithm. For
this reason, this assumption results in no loss of generality.
Signals Sk,c(t), Sk,s(t), wk,c(t) and wk,s(t) are band-limited
and finite energy signals. With an observation of duration T
and a band B, these signals lie in a signal space of dimension
2M = �2BT 	+ 1, see [22]. Hence these signals can be
decomposed onto an orthonormal basis ψ = {ψi}1≤i≤2M as
follows

Sk,c(t) =
2M�
i=1

Si
k,c · ψi(t), Sk,s(t) =

2M�
i=1

Si
k,s · ψi(t), (28)

wk,c(t) =
2M�
i=1

wi
k,c · ψi(t), wk,s(t) =

2M�
i=1

wi
k,s · ψi(t). (29)

This decomposition enables us to derive the proba-
bility distribution of received symbols. It follows from
Eq. (26) that the scalar coefficients of the decomposition
verify

2M�
i=1

�
Si

k,c

�2
=

2M�
i=1

�
Si

k,s

�2
=
Ek[τ ]

2
, (30)

E

�
2M�
i=1

|wi
k,c|2

�
= E

�
2M�
i=1

|wi
k,s|2

�
=
N0B

2
, (31)

where E[·] is the expectation operator. Coefficients wi
k,c and

wi
k,s are thus zero-mean Gaussian variables with variance

σ2
w/2. Let us recall that σ2

w = N0B/2M . By definition of
basis ψ,

�
T
ψi(t)ψj(t)dt = δij . We are now in a position to

express the distributions of the integrals in Eq. (24). First, for
the mixed signal-noise contribution, the decomposition of the
signals on basis ψ leads us to� τT+T

τT

wk,c(t)Sk,c(t)dt

=
2M�
i=1

2M�
j=1

wi
k,cS

j
k,c

� τT+T

τT

ψi(t)ψj(t)dt. (32)

� τT+T

τT

wk,c(t)Sk,c(t)dt

=
2M�
i=1

wi
k,cS

i
k,c ∼ N



0,
Ek[τ ]

4
σ2

w

�
. (33)

Using similar derivations to evaluate
�

T
wk,s(t)Sk,s(t)dt,

we obtain� τT+T

τT

wk,c(t)Sk,c(t) + wk,s(t)Sk,s(t)dt

∼ N



0,
Ek[τ ]

2
σ2

w

�
. (34)

Second, for the squared noise contribution, we can express
the integral as follows� τT+T

τT

wk,c(t)2 =
2M�
i=1

2M�
j=1

wi
k,cw

j
k,c

� τT+T

τT

ψi(t)ψj(t)dt,

� τT+T

τT

wk,c(t)2 =
2M�
i=1

(wi
k,c)

2 ∼ σ2
w · χ2

2M . (35)

With an identical reasoning on
�

T wk,s(t)2dt, it finally
appears that

zk[τ ] =
� τT+T

τT

wk,c(t)2 + wk,s(t)2dt ∼ σ2
w

2
· χ2

4M (36)

In summary, the received symbols are given by

rk[τ ] = Ek[τ ] +
�

2Ek[τ ] · wk[τ ] + zk[τ ], (37)

where wk[τ ] ∼ N (0, σ2
w) and zk[τ ] ∼ σ2

w/2 · χ2
4M .
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