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EXECUTIVE SUMMARY  

In recent years, Cyber Physical System (CPS) technologies have become a game changer in strategic sectors where 
Europe is a world leader, such as Automotive, Energy and Industry Automation. CPS4EU is a European project 
that aims at developing enabling techƴƻƭƻƎƛŜǎ ŦƻǊ /t{ǎΣ ŜƴŎƻƳǇŀǎǎƛƴƎ ǾŀǊƛƻǳǎ ǾŜǊǘƛŎŀƭ ǳǎŜ ŎŀǎŜǎΦ /t{п9¦Ωǎ Ƴŀƛƴ 
overall goal is to strengthen the CPS value chain by creating world-class European Small and Medium Enterprises 
(SME) and by providing CPS technologies that in turn will sustain the leadership of the large European groups in 
key economy sectors. In this way, the project is stimulating the development of innovative products to support 
the massive digitalization increasingly integrated in our everyday environment. 

Work Package (WP) 2 of CPS4EU deals with the communication aspects of CPSs. It investigates how a CPS can be 
connected efficiently and securely to a network, in the context of emerging technologies, as Internet of Things 
(IoT) and 5G. It also targets the design and development of solutions that guarantee specific performance and 
quality of service for various CPS applications. The numerous emerging CPS application scenarios and use cases 
impose constraints and require features that cannot be met by nowadays technologies. Therefore, Task 2.2 of 
WP2 has the role of investigating novel communication solutions that surpass the state of the art and are 
especially adapted to the requirements coming from other WPs, analysed during the work of Task 2.1, and 
reported in deliverables [D2.1] and [D2.2].  

As a result, the activities of Task 2.2 were devoted to the study of novel telecommunication solutions at different 
network layers and for different application scenarios, though all with the common goal of serving CPSs. They 
covered several aspects of CPS applications, such as network architectural enablers, innovations at the physical 
layer, resource orchestration solutions applied to edge computing scenarios, mobility aspects. A particular 
attention has been paid to enablers of Ultra-Reliable Low-Latency Communications (URLLC) and Time-Sensitive 
Networking (TSN), identified by the project as key features of an effective CPS-supporting communication 
infrastructure. The research work carried out was made of both theoretical analysis and numerical validation of 
the proposed solutions. Moreover, part of solutions developed in Task 2.2 have been selected for further 
development and evaluation in Task 2.3, as reported in deliverables [D2.5] and [D2.6]. 

The activities of Task 2.2 ŘǳǊƛƴƎ ǘƘŜ ŦƛǊǎǘ ƘŀƭŦ ƻŦ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ƭƛŦŜǘƛƳŜ ƘŀǾŜ ōŜŜƴ ǊŜǇƻǊǘŜŘ ƛƴ deliverable [D2.3]. 
This deliverable [D2.4] is the second report of Task 2.2 and describes the activities of this task during the second 
ƘŀƭŦ ƻŦ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ƭƛŦŜǘƛƳŜΦ  

This deliverable is organized as follows. Section 1 briefly recalls the requirements and motivations identified 
within the Task 2.1 of WP2, and discusses the context and the relation between the project goals and the 
proposed studies. Section 2 summarizes the studies carried out in Task 2.2, during the entire lifetime of the 
project. While in line with the actual and foreseen standardization directions for modern communication 
networks, our work alǎƻ ƳŀƪŜǎ ŀ ŦǳǊǘƘŜǊ ǎǘŜǇ άōŜȅƻƴŘ рDέ ǘƻ ŀŘŘǊŜǎǎ ǘƘŜ ƴŜǿ ŎƘŀƭƭŜƴƎŜǎ ǇƻǎŜŘ ōȅ /t{ǎΦ ¢ƘŜǎŜ 
studies span through several domains: physical-layer enablers for URLLC networks at the service of CPSs, 
resource scheduling optimization for URLLC networks, optimization of collaborative communications in industrial 
environments, algorithms for energy efficiency in scenarios where CPSs leverage edge computing under latency 
and reliability constraints, TSN-dedicated network architectures, solutions for improving the reliability of the 
forward error correction scheme, and solutions for the improvement of the quality of wireless communications 
in mobility scenarios. The activities carried out during the ǎŜŎƻƴŘ ƘŀƭŦ ƻŦ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ƭƛŦŜǘƛƳŜ ŀǊŜ ǘƘŜƴ ŦǳǊǘƘŜǊ 
detailed in Section 3 of this deliverable. Finally, a general conclusion of the work carried out in Task 2.2 is given 
in Section 4.  
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1. INTRODUCTION 

1.1. Requirements and Motivation 

The activities carried out in Task 2.2 are grounded on the requirements, use cases, and motivations collected in 
Task 2.1 from the vertical WPs with respect to the communication needs. The outcome of Task 2.1 was captured 
initially in deliverable [D2.1] and completed in deliverable [D2.2].  

CPS4EU covers a large variety of vertical use cases, from energy, factory automation, automotive and we realized 
that every specific use case has finally its own set of requirements for communication. First, most of use cases 
ƳŜƴǘƛƻƴŜŘ ŎƻƳƳǳƴƛŎŀǘƛƻƴ ŀǎ ŀ άƳǳǎǘ ƘŀǾŜέΦ ±ŜǊȅ ŦŜǿ ŎƻƴǎƛŘŜǊ ƛǘ ŀǎ Ƨǳǎǘ άƴƛŎŜ ǘƻ ƘŀǾŜέΥ ŦƻǊ ƛƴǎǘŀƴŎŜΣ ŀǳǘƻƳƻǘƛǾŜ 
driving relies on local sensors and processing for emergency situations, but leverages communication for a better 
service (e.g. for map upgrade, traffic information retrieval, or simply secure software upgrade). This variety of 
use cases yield a variety of requirements with respect to communication: either very low and infrequent data 
exchanges (e.g. for sensors reporting few measurements per day like metering use cases) or more frequent (e.g. 
for asset tracking), and in many cases including very stringent requirements either in terms of data rate or in 
terms of latency or reliability (e.g. for remote control of moving devices, virtual or augmented reality, digital twin, 
coordinated lifting for cranes, robots coordination in factory 4.0, etc.).  

Task 2.1 conducted a quick survey on existing technologies and we concluded that there is no single wireless 
communication technique that could meet all the requirements. However, we also realized that the cellular 
framework offers a set of solutions that could cover most of the requirements. Indeed, cat-M and NB-IoT is an 
efficient solution for battery powered low-end devices while LTE could meet higher-end use cases, thanks to its 
various categories (from category 1 allowing throughput of few tens of Mbps to category 18, up to around 1 
Gbps). So, 4G is already a satisfactory candidate as a universal communication system for CPS.  

However, some specific use case cannot be met with 4G mostly because of three characteristics: the need of low 
(and sometimes deterministic) latency; the need of higher throughput, and the foreseen explosion of the number 
of connected low-end devices (massive machine-type communications). 5G then becomes a natural candidate 
to fulfil such CPS requirements, especially for the significant flexibility it will provide, at least from the network 
perspective and deployment possibilities. Hence, with a single network solution, an operator could offer various 
άǎƭƛŎŜǎέ ǿƛǘƘ ŘƛŦŦŜǊŜƴǘ vƻ{ ǇǊƻŦƛƭŜǎΦ Lƴ ŀŘŘƛǘƛƻƴΣ рD ŜȄǘŜƴŘǎ ǘƘŜ Ǉƻǎǎƛōƛƭƛǘȅ ǘƻ ƻŦŦŜǊ ǇǊƛǾŀǘe network deployments: 
a network could be deployed specifically for a vertical, locally, e.g. over its factory, independently of consumer 
networks, naturally fulfilling requirements in terms of security and data protection (e.g. the network servers 
being hosted locally at the factory).  

!ǎ ŀ ǊŜǎǳƭǘΣ рD ƻǇŜƴǎ ǘƘŜ ŘƻƻǊ ŦƻǊ ŀ ƴŜǿ ǎŜǘ ƻŦ Lƻ¢Σ ƻŦǘŜƴ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ άŎǊƛǘƛŎŀƭέ ƻǊ άƛƴŘǳǎǘǊƛŀƭέ Lƻ¢Σ ŜƴŎƻƳǇŀǎǎƛƴƎ 
the complete set of communication requirements of CPSs, as gathered from WP6, WP7, WP8 and WP9 of 
CPS4EU.  

However, 5G was initially defined for the consumer market and the requirements of verticals were captured but 
not prioritized. The first 5G version, release 15, was mostly serving higher data rates, with little work on critical 
communications. Release 16 compensated a bit this gap but still important aspects are not fully defined, such as 
the notion of URLLC profile (what is exactly an URLLC communication?), how to integrate TSN within a 5G 
network, or how we could use new frequency bands, especially the millimetre-wave (mmWave) one, to support 
harsh communications scenarios.  

In the perspective of 5G development and evolution, WP2 has also the mission to propose innovative solutions, 
in line with standard work, and to provide missing building blocks (it has to be noted that a standard ensures 
interoperability between device and network equipment, but does not define internal algorithms to support this 
interoperability). As a result, in WP2, Task 2.2 has the objective to work mid- to long-term solutions to enable 
the few CPS use cases that cannot be served with nowadays and emerging wireless communications systems.  

1.2. Context and relation between the project goals and the proposed studies 

As introduced above, CPSs represent key drivers for the innovation capacity of European industries in sectors like 
automotive, energy and industry automation. CPSs combine intensive connectivity, embedded computing and 
local intelligence to create a link between physical and digital worlds and to enable cooperation among systems. 
The importance of CPSs is increasing with massive digitalization and their development is opening new market 
opportunities and requires non-straightforward technological innovations. ¢ƘŜǊŜŦƻǊŜΣ ƻƴŜ ƻŦ /t{п9¦Ωǎ Ƴŀƛƴ 
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objective is to foster the creation of world-class CPS technology providers. In line with this goal, WP2 focuses on 
the design and development of CPS HW/SW communication modules to be used across different industrial 
sectors, leveraging requirements coming directly from the significant number of CPS4EU industrial partners, thus 
reinforcing their leadership in a very competitive market. The goal is to guarantee dynamic management of 
applicative flows (ex: reliability, latency, and data rate) and continuity of service in order to ensure the control, 
localization of vehicles and CPS devices, distribution and collection of contents and critical or non-critical data. 

Connectivity is critical for CPSs. Indeed, it must bear communications of hundreds, or even thousands, of 
dynamically connected objects that are also connected to external operators while ensuring reliability. Such 
connectivity, whether object-to-object or object-to-network infrastructure, often needs to be wireless (or to 
integrate complementary wireless and wired features) to offer more flexibility, adaptability to changing 
environment and much lower cost of operation compared to a wired communication approach. It must also be 
able to auto-adapt dynamically in time and space and to support the differentiation of operations or services. 
Thus, CPS requirements in terms of connectivity introduce the need for a very limited latency of communication 
between the device and the infrastructure. This is particularly the case of remote control of heavy machinery in 
hazardous places or used for monitoring and controlling smart grids. The challenge is to provide extremely fast 
and reliable connectivity at the radio level, as well as for end-to-end performance of the system. This requires 
also a more distributed infrastructure design that include mobile edge computing (MEC) capabilities. 

In general, to achieve the performance required by URLLC applications for CPSs, it is necessary to combine in the 
architecture of 5G networks a series of enablers and technological innovations. In particular, it will be necessary 
to implement at all layers solutions that make the network more robust and able to guarantee both low latencies 
and low transmission error probabilities. These solutions include multi-connectivity enablers (network reliability 
through spatial and frequency redundancy or diversity), high coordination and synchronization of network nodes 
(for instance via TSN) and new coding, modulation, and scheduling schemes for the PHY, MAC, and transport 
layers.  

hƴŜ ƻŦ ǘƘŜ Ǝƻŀƭ ƻŦ /t{п9¦Ωǎ ²tн ƛǎ ǘƻ ƛƴǾŜǎǘƛƎŀǘŜ ǘƘŜǎŜ ¦w[[/ ŜƴŀōƭŜǊǎ ŀƴŘ ǇǊƻǇƻǎŜ ƴƻǾŜƭ ǘŜŎƘƴƻƭƻƎƛŎŀƭ ŀƴŘ 
theoretical solutions for 5G networks and beyond, adapted to CPS-specific use cases and applications. These 
solutions may be defined on top or be complementary to the solutions defined by the standardisation bodies 
addressing these challenges, such as 3GPP or IEEE. Accordingly, the activities carried out in Task 2.2 cover several 
aspects of URLLC and CPS applications, such as network architectural enablers, innovations at the physical layer, 
resource orchestration solutions for URLLC applied to edge computing scenarios, mobility aspects. These 
activities are summarized in the next section.  
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2. SUMMARY OF THE CONTRIBUTIONS WITHIN TASK 2.2  

In this section, we provide a global overview of the activities carried out in Task 2.2 during the entire lifetime of 
the project. We summarize first the activities carried out during the first half of the project (Section 2.1), reported 
in deliverable [D2.3], and then the activities carried out during the second half of the project (Section 2.2). To 
avoid content duplication, only the activities carried out during the second half of the project are further detailed 
in Section 3 of this document.  

2.1. Summary of the activities carried out during the first half of the project  

Design and analysis of MIMO systems using energy detectors for mmWave applications (D2.3, Section 3.2). A 
common feature of CPSs, is the densification of the network and the presence of more access points and more 
ŎƻƻǇŜǊŀǘƛƻƴ ōŜǘǿŜŜƴ ǘƘŜƳΣ ǘȅǇƛŎŀƭƭȅ ƛƴ άƳŜǎƘέ ǘƻǇƻƭƻƎƛŜǎΦ ¢ƻ ƎǳŀǊŀƴǘŜŜ ¦w[[/ ǎŜǊǾƛŎŜǎΣ ƛǘ is therefore necessary 
to make communication between access points and backhauling extremely efficient, even more so than they 
already are. Therefore, in D2.3, we presented our innovative results on mmWave MIMO xHauling. The demand 
for wireless mmWave xHaul connection is increasing especially for the rapid deployment of private networks. 
mmWave xHauls improve the data rate, latency, and power consumption of modern networks and are thus 
ǇŀǊǘƛŎǳƭŀǊƭȅ ƛƳǇƻǊǘŀƴǘ ŦƻǊ ¦w[[/ ƴŜǘǿƻǊƪǎΦ ¢ƘŜȅ ǇǊƻǾƛŘŜ ƎǊŜŀǘŜǊ ŘŜǇƭƻȅƳŜƴǘ άŀƎƛƭƛǘȅέ ƛƴ ŘŜǇƭƻȅƳŜƴǘΣ ǾŜǊȅ ƘƛƎƘ 
capacities thanks to high-frequency communications and reliability through the possibility of multi-connectivity 
ƻŦ ǘƘŜ άƳŜǎƘέ ǘƻǇƻƭƻƎȅΦ ¢ƘŜ ǎƻƭǳǘƛƻƴ ǘƘŀǘ ǿŜ ǇǊƻǇƻǎŜd has also the advantage of a relatively low implementation 
cost, because it is based on a radio architecture that is simpler and cheaper than others. In spite of these 
advantages, the performance of mmWave radio-frequency systems is severely degraded by a typically strong 
oscillator phase noise. Therefore, we investigated the use of MIMO systems with energy detection receivers to 
achieve high-rate communications robust to phase noise. First, the design of the receiver detection algorithm 
was addressed. In particular, we proposed to use an original and efficient detector based on neural networks. 
The communication performance was assessed through numerical simulations for uncoded and coded systems. 
Our results, further detailed in [BDF20], [BFD+22], demonstrated that spatial multiplexing with non-coherent 
mmWave transceivers can be realized on strongly correlated line-of-sight channels using the proposed detection 
schemes. Thereby, we highlighted that high-rate mmWave RF systems can be implemented with low-complexity 
and low-power architectures using MIMO systems with energy detection receivers. 

Stochastic geometry framework for ultra-reliable cooperative communications with random blockages (D2.3, 
Section 3.3). We further focused on cooperative reliable communications for CPSs in industrial environments. 
Namely, we proposed a solution for an industry automation scenario where a central controller broadcasts 
critical messages to the wireless devices (e.g., sensors/actuators). We devised a stochastic geometry framework 
where the rate coverage probability of devices was modelled by taking into account the density of roaming 
blockages over the factory floor. To alleviate the loss in the coverage, we adopted a two-phase transmission 
policy, where in the broadcast phase, the central controller broadcasts the messages intended for the devices in 
the network area. The devices in coverage during the broadcast phase act as decode-and-forward relays in the 
relay phase, so as to reinforce the signal strength at the devices in outage. The total downlink transmission time 
is therefore partitioned into two phases by a tuneable factor. Finally, we studied the optimal value of the 
partitioning factor with varying device densities, blockage densities, and file sizes and we highlighted that a 
longer transmission time should be allotted to the broadcast phase in the case of larger file sizes or lower transmit 
power of the controller. 

Discontinuous mobile edge computing (D2.3, Section 3.4). A specific contribution in D2.3 was dedicated to 
scenarios where CPSs are assisted by an edge computing server that can rapidly and efficiently run computational 
tasks on their behalf. In particular, we described a novel strategy for energy-efficient dynamic computation 
offloading aimed at minimizing the energy consumption of the overall system, comprising user devices and 
network elements, under URLLC constraints on the end-to-end service delay and the packet error rate over the 
wireless interface. To reduce the energy consumption, we exploited low-power sleep operation modes for the 
user devices, the access point and the edge server, shifting the edge computing paradigm from an always on to 
an always available architecture, capable of guaranteeing an on-demand target service quality with the minimum 
energy consumption. To this aim, we introduced Discontinuous Mobile Edge Computing (D-MEC): an online 
algorithm that dynamically and optimally orchestrates the sleep mode operations and the duty cycles of the 
networƪΩǎ elements. In such a dynamic framework, end-to-end delay constraints translate into constraints on 
overall queueing delays, including both the communication and the computation phases of the offloading 
service. D-MEC hinges on stochastic Lyapunov optimization, does not require any prior knowledge on the 
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statistics of the offloading traffic or the radio channels, and satisfies the long-term performance constraints 
imposed by users. Numerical results illustrated the advantages of the proposed method. 

End-to-end time synchronization in TSN-5G network architectures (D2.3, Section 3.5). Moreover, we discussed 
Time Sensitive Networking (TSN), which is a set of standards that provide deterministic communication to 
standard Ethernet and are being nowadays extended to wireless. An important objective of TSN is to guarantee 
data delivery with deterministic delay and jitter for real-time applications, which can be a crucial feature for 
URLLC service and CPSs. We recalled the main features of TSN and briefly described the testbed of Ethernet TSN 
implemented by CEA, whose evaluated performance on time synchronization was reported in [TBB20]. 

Channel estimation for non-static users via base station cooperation (D2.3, Section 3.6). Finally, we presented 

our initial ideas for a novel channel estimation technique in scenarios with non-static users, leveraging 

cooperation between network access points. These ideas have been further developed into a concrete solution 

during the second half of the project, which is summarized below, and reported in Section 3.2 of this deliverable.  

2.2. Summary of the activities carried out during the second half of the project  

We summarize below the work done during the second half of the project, and further detailed in Section 3 of 
this deliverable. 

Design and analysis of MIMO systems using energy detectors for mmWave applications. In Section 3.1, we 
present the continuation of the work carried out during the first half of the project on mmWave MIMO xHauling. 
In the ŎƻƴǘŜȄǘ ƻŦ ǘƘŜ ŀŎǘƛǾƛǘȅ ƻŦ ¢ŀǎƪ нΦоΣ /9! ŀƴŘ ±{hw! ŎƻƭƭŀōƻǊŀǘŜŘ ǘƻ ƭŜǾŜǊŀƎŜ ±{hw!Ωǎ ŎǳǘǘƛƴƎ-edge 
development tools and expertise to implement the proposed neural network based MIMO detector in a real DSP 
target.  While the details of the implementation and the evaluation results are reported in the two deliverables 
of Task 2.3, we present here the deployment constraints and the development flow. We show that we can 
quantize the weights of the neural network to only 6- bits with negligible degradation on the performance. 
Besides, we expect achieving high throughput ( 5Gbps), with a peak power consumption of only 0.58W. This is 
equivalent to 0.11nJ/bit. Thus, the proposed quantization scheme and DSP design allow to achieve high 
throughput and high energy efficiency for mmWave MIMO xHauling. 

Joint estimation of CFOs and Doppler shifts in mmWave distributed MIMO systems. In Section 3.2, In Section 
3.2, we introduce a Doppler shift estimation technique in a distributed MIMO system. Because of the 
multiplication of access points and the diverse clock offsets it induces, the synchronization procedure is harder 
than in conventional MIMO. We show here that one can use the multi transmission to enhance the joint Doppler 
shift and oscillator offset estimation. It thus limits the effect of channel aging and also reduces the amount of 
channel feedback.  

Transferable and distributed user association policies for 5G and beyond networks. In Section 3.3, we study the 
problem of user association, namely finding the optimal assignment of user equipment to base stations to 
achieve a targeted network performance. More specifically, we focus on the problem of knowledge 
transferability of user association policies. Indeed, traditional non-trivial user association schemes are often 
scenario-specific or deployment-specific and require a policy re-design or re-learning when the number or the 
position of the users change including change in network topology. In contrast, transferability allows applying a 
single user association policy, devised for a specific scenario, to other distinct user deployments, without needing 
a substantial re-learning or re-designing phase. Therefore, such a key feature is particularly important for CPSs 
as it considerably reduces the computational and management complexity as well as operation costs.  To achieve 
transferability, we first cast user association as a multi-agent reinforcement-learning problem. Then, based on a 
neural attention mechanism that we specifically conceived for this context, we propose a novel distributed policy 
network architecture, which is transferable among users with zero-shot generalization capability i.e., without 
requiring additional training. Numerical results show the effectiveness of our solution in terms of overall network 
communication rate, outperforming centralized benchmarks even when the number of users doubles with 
respect to the initial training point. 

Evaluating handover performance for end-to-end LTE networks with OpenAirInterface. In Section 3.4, we 
present an experimental testbed of the handover procedure using an accessible and reconfigurable software 
defined radio environment with an end-to-end architecture (i.e. including both the radio access network and the 
core network).  First, we provide a comprehensive overview of the X2 handover procedure, in an end-to-end 
cellular network architecture and detail the handover condition, message flow and latency decomposition. We 
then describe our OpenAirInterface based implementation and end-to-end experimentation of LTE X2 handover 
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in a full-SDR environment. Finally, we analyse the performance in terms of end-to-end throughput and of latency 
for each step of the handover procedure and compare it to the state of the art of X2 handover experimentation. 

Resource scheduling optimization for ultra-reliable low-latency communications. In Section 3.5, we propose a 
ŘȅƴŀƳƛŎ ŀƴŘ ŜŦŦƛŎƛŜƴǘ ǊŜǎƻǳǊŎŜ ǎŎƘŜŘǳƭƛƴƎ ōŀǎŜŘ ƻƴ [ȅŀǇǳƴƻǾΩǎ ƻǇǘƛƳƛȊŀǘƛƻƴ ŦƻǊ ¦ƭǘǊŀ-Reliable Low Latency 
Communications, taking into account the traffic arrival at the network layer, the queue behaviors at the data link 
layer and the risk that the applied decision might result in packet losses. The trade-off between the resource 
efficiency, latency and reliability is achieved by the timing and intensity of decisions and is adapted to dynamic 
scenarios (e.g., random bursty traffic, time-varying channel). Our queue-aware and channel-aware solution is 
validated by an experimental testbed using OpenAirInterface and performance is evaluated in terms of latency, 
reliability and resource efficiency and  

Error structure aware parallel BP-RNN decoders for short LDPC codes. In Section 3.6, we address the problem 
of decoding of short block length Low Density Parity Check (LDPC) codes, relevant to machine-to-machine 
communications and URLLC scenarios. It has already been demonstrated that Belief Propagation (BP) can be 
adjusted to the short coding length, thanks to its modeling by a Recurrent Neural Network (BP-RNN). To 
strengthen this adaptation, we introduce a new training method for the BP-RNN. Its aim is to specialize the BP-
RNN on error events sharing the same structural properties. This approach is then associated with a new decoder 
composed of several parallel specialized BP-RNN decoders, each trained on correcting a different type of error 
events. Our results show that the proposed specialized BP-RNNs working in parallel effectively enhance the 
decoding capacity for short block length LDPC codes, improving the reliability of the communication link. 

2.3. List of Publications and Patents  

We provide below the list of publications and patents resulting from the activities carried out in Task 2.2. 
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J. Rosseel, V. Mannoni, V. Savin, and I. FijaƭƪƻǿΣ ά9ǊǊƻǊ ǎǘǊǳŎǘǳǊŜ ŀǿŀǊŜ ǇŀǊŀƭƭŜƭ .t-RNN decoders for short LDPC 
codes," in IEEE International Symposium on Topics in Coding (ISTC), August 2021. 

M. Sana, N. di Pietro and E. CŀƭǾŀƴŜǎŜ {ǘǊƛƴŀǘƛΣ άTransferable and Distributed User Association Policies for 5G and 
.ŜȅƻƴŘ bŜǘǿƻǊƪǎέΣ IEEE International Symposium on Personal, Indoor and Mobile Radio 
Communications (PIMRC), pp. 966-971, September 2021. 
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OpenAirInterfaceέ, IEEE 94th Vehicular Technology Conference (VTC Fall 2021), October 2021. 

G. Ghatak, S. R. Khosravirad , A. De DomenicoΣ ά{ǘƻŎƘŀǎǘƛŎ DŜƻƳŜǘǊȅ CǊŀƳŜǿƻǊƪ ŦƻǊ ¦ƭǘǊŀǊŜƭƛŀōƭŜ /ƻƻǇŜǊŀǘƛǾŜ 
/ƻƳƳǳƴƛŎŀǘƛƻƴǎ ²ƛǘƘ wŀƴŘƻƳ .ƭƻŎƪŀƎŜǎέΣ IEEE Internet of Things Journal, vol. 9, no. 7, pp. 5150-5161, 
April 2022. 

S. Bicaïs, A. Falempin, J. -.Φ 5ƻǊŞ ŀƴŘ ±Φ {ŀǾƛƴΣ άDesign and Analysis of MIMO Systems Using Energy Detectors for 
Sub-THz ApplicationsέΣ IEEE Transactions on Wireless Communications, vol. 21, no. 6, pp. 3678-3690, 
June 2022. 

aΦ aŜǊƭǳȊȊƛΣ bΦ 5ƛ tƛŜǘǊƻΣ tΦ 5ƛ [ƻǊŜƴȊƻΣ 9Φ /ŀƭǾŀƴŜǎŜ {ǘǊƛƴŀǘƛΣ {Φ .ŀǊōŀǊƻǎǎŀΣ ά5ƛǎŎƻƴǘƛƴǳƻǳǎ /ƻƳǇǳǘŀǘƛƻƴ 
Offloading for Energy-9ŦŦƛŎƛŜƴǘ aƻōƛƭŜ 9ŘƎŜ /ƻƳǇǳǘƛƴƎέΣ IEEE Transactions on Green Communications 
and Networking, vol. 6, no. 2, pp. 1242-1257, June 2022. 

S. Bicaïs, A. Falempin, Doré J.-.ΦΣ ŀƴŘ ±Φ {ŀǾƛƴΣ ά5ŜǎƛƎƴ ŀƴŘ ŀƴŀƭȅǎƛǎ ƻŦ aLah ǎȅǎǘŜƳǎ ǳǎƛƴƎ ŜƴŜǊƎȅ ŘŜǘŜŎǘƻǊǎ ŦƻǊ 
sub-THz applicationsέΣ IEEE Transactions on Wireless Communications, vol. 21, no. 6, pp. 3678-3690, 
June 2022. 

[Φ bΦ 5ƛƴƘΣ wΦ .ŜǊǘƻƭƛƴƛ ŀƴŘ aΦ aŀƳŀƴΣ άDynamic Resource Scheduling Optimization for Ultra-Reliable Low 
Latency Communications: From Simulation to Experimentationέ, IEEE International Symposium on 
Personal, Indoor and Mobile Radio Communications (PIMRC), September 2022. 

A. Falempin, J.-B. Doré, T. D. Nguyen, and J. Schmitt, άvǳŀƴǘƛȊŀǘƛƻƴ ƻŦ bŜǳǊŀƭ bŜǘǿƻǊƪ 5ŜƳŀǇǇŜǊ ŦƻǊ ǎǳō-Thz 
ŎƻƳƳǳƴƛŎŀǘƛƻƴǎέ L999 ±ŜƘƛŎǳƭŀǊ ¢ŜŎƘƴƻƭƻƎȅ /ƻƴŦŜǊŜƴŎŜ (VTC2022-Fall), September 2022, submitted. 
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Patents 

S. Bicaïs, J.-.Φ 5ƻǊŞΣ !Φ CŀƭŜƳǇƛƴΣ άaŞǘƘƻŘŜ ŘŜ ŘŞƳƻŘǳƭŀǘƛƻƴ ǇŀǊ ŀǇǇǊŜƴǘƛǎǎŀƎŜ ŀǳǘƻƳŀǘƛǉǳŜ ǇƻǳǊ ǊŞŎŜǇǘŜǳǊǎ 
aLah Ł ŘŞǘŜŎǘƛƻƴ ŘΩŞƴŜǊƎƛŜέ, Patent Application No. FR2005670, May 29, 2020. 

5Φ 5ŜƳƳŜǊΣ ά/ƻƳǇŜƴǎŀǘƛƻƴ ŘŜ ŘŞǊƛǾŜǎ ŦǊŞǉǳŜƴǘƛŜƭƭŜǎ Řŀƴǎ ǳƴ ǊŞǎŜŀu multi-ŀƴǘŜƴƴŀƛǊŜǎ ŘƛǎǘǊƛōǳŞέΣ tŀǘŜƴǘ 
Application No. FR2105275, May 20, 2021.  

M. SŀƴŀΣ bΦ Řƛ tƛŜǘǊƻΣ 9Φ /ŀƭǾŀƴŜǎŜ {ǘǊƛƴŀǘƛΣ ŀƴŘ .Φ aƛǎŎƻǇŜƛƴΣ άMethod of association of user equipment in a 
cellular network according to a transferable ŀǎǎƻŎƛŀǘƛƻƴ ǇƻƭƛŎȅέΣ U.S. Patent Application No. 17/449,337, 
September 29, 2021. 

 

 

 

 

  



D2.4 - Propositions for 

5G, including URLLC 

evolution ï v2 

CPS4EU ï CONFIDENTIAL 

This project has received funding from the ECSEL Joint Undertaking (JU) under grant agreement 

No 826276 

15/77 

 

3. INNOVATIVE SOLUTIONS FOR CPS COMMUNICATION MODULES AND NETWORKING 

3.1. Design and analysis of MIMO systems using energy detectors for mmWave applications 

3.1.1. Motivation and related work 

Multi-connectivity schemes (based on frequency, time, or spatial diversity) are a way to increase the reliability 
of a wireless transmission. This feature is critical for CPS application scenarios. From the infrastructure side, 
reliability can be supported via the deployment of a mesh network system. This requires though extreme xHaul 
capabilities (bandwidth, latency requirements). These requirements make fibre solutions desirable, but 
sometimes complicated by local installation constraints to efficiently deploy networks. The wireless 
infrastructure is foreseen as a complement to the optical fibre deployment as it offers more agility, shorter 
installation times, and, in the case of a mesh architecture, strong reliability. It may also provide connectivity to 
mobile, removable or even flying access points. Finally yet importantly, these solutions will be valuable if and 
only if their cost efficiency is demonstrated. From a spectrum perspective, this paradigm will require large 
bandwidth and therefore wireless mmWave links in V-, E-, W-, D-bands, namely 60 GHz to 81 GHz, 90 GHz and 
140 GHz, are investigated bȅ оDttΩǎ ǎǘŀƴŘŀǊŘƛȊŀǘƛƻƴ ƎǊƻǳǇǎ as a complement to 5G mmWave bands (26-28 and 
39 GHz). These facts support the search for novel architectural and hardware solutions for cost-effective and 
high-performance wireless infrastructures.   

To achieve high-data-rate mmWave communications, additional research is required to design efficient and new 
physical layer algorithms. Traditional techniques cannot be directly transposed to mmWave bands (especially for 
spectrum above 60GHz) as they do not consider the specific features of RF impairments of mmWave systems. In 
particular, they suffer from strong phase impairments due to the poor performance of high-frequency oscillators 
[VPZ13]. State-of-the-art approaches [JDC20] investigate the use of coherent systems together with channel 
bonding. This type of architecture needs to be further combined with signal processing optimizations to mitigate 
the effects of phase impairments leading to complex practical implementations. Conversely, we consider non-
coherent detection for its inherent robustness to phase noise and simple implementation. As an example, fully 
integrated 260GHz on-off keying (OOK) transceiver is demonstrated in [PKT+12]. Transceivers based on energy 
detection (ED) have been extensively studied for systems with a single transmit antenna and multiple receive 
antennas, see [JDPM16] and references therein. Nevertheless, for non-coherent sub-THz systems, the main 
challenge is to increase the spectral efficiency while maintaining a low complexity. With regard to this objective, 
the work in [PW09] is relevant as it shows that MIMO systems with amplitude detection receivers may exploit 
spatial multiplexing to increase their spectral efficiency. Therefore, we investigate the design of MIMO systems 
with ED receivers to achieve high rate mmWave communications. 

In our work, reported in deliverable [D2.3], the channels are strongly correlated, and moreover, the resulting 
interference is nonlinear due to the ED at the receiver. The strong and nonlinear interference between channels 
represents a significant challenge to achieve spatial multiplexing with non-coherent transceivers in sub-THz 
frequencies. Hence, the contributions of our work are the following. First, we derived the model for MIMO 
systems using ED receivers. Second, the design of the receiver detection algorithm was investigated. We derived 
the joint maximum likelihood (ML) detector corresponding to the studied nonlinear MIMO channel using a 
Gaussian approximation approach. In addition, we proposed an original and efficient detector based on neural 
networks, which does not need any knowledge or assumption of the channel. We also detailed the differences 
between state-of-the-art detection methods and the two proposed detectors. Third, the system performance 
was evaluated through numerical simulations. We introduced a realistic scenario modelling a fixed indoor 
wireless link in the D band at 145 GHz. Our results showed that low-error rate communications can be achieved 
with strong spatial interference between channels using the proposed demodulation algorithms. Fourth, we 
considered the integration of a forward error correcting code (FEC) scheme in order to achieve channel coding 
gains. With regard to targeted high-rate low-complexity applications, we proposed the use of a Bose, Ray-
Chaudhuri and Hocquenghem (BCH) code with a short packet length that can be implemented with a low-latency 
low-complexity decoder. The results of numerical simulations confirmed that the integration of the FEC scheme 
leads to significant performance gains in terms of achievable data rate.  

To avoid content duplication, we refer to [D2.3], Section 3.2, for the details of the above work, carried out during 
the first half of the project. We also mention that this work led to a patent application [BDF20], and has been 
published in [BFD+22]. In the following, we report on the implementation of the proposed neural network MIMO 
detector on a real target, work that has been carried out during the second half of the project.  
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3.1.2. Implementation of the proposed neural network MIMO detector on a real target 

Numerical results reported in [D2.3] were obtained via Matlab simulations. Matlab is an environment with its 
own programming language for directly expressing mathematics in arrays and matrices. Its API is user friendly 
but the drawback is the relatively long processing time: in particular, this application could not be embedded in 
a real-time system as it is. In the context of the activity of Task 2.3 of WP2, CEA and VSORA collaborated to 
ƭŜǾŜǊŀƎŜ ±{hw!Ωǎ ŎǳǘǘƛƴƎ-edge development tools and expertise to implement the neural network detector 
described above onto a real DSP target. The details of the implementation and the consequent evaluation results 
are reported in the two deliverables of Task 2.3 ([D2.5] and [D2.6]). Here, we only present the deployment 
constraints and the development flow. 

In general, porting a numerically validated algorithm to a real DSP target introduces new constraints: 

ü Real time constraint 

The application is a stream that must be processed periodically. If the processing time is higher than the 
sampling period, the system will lose packets. The experimental study will explore this constraint and will 
ŘŜǘŜǊƳƛƴŜ ǘƘŜ ǇǊƻŎŜǎǎƛƴƎ ƴŜŜŘǎ όōŀǎƛŎŀƭƭȅ ǘƘŜ ƴǳƳōŜǊ ƻŦ ![¦ǎ ƻŦ ǘƘŜ ǎȅǎǘŜƳύΦ ±{hw!Ωǎ 5{t ƛǎ ǎŎŀƭŀōƭŜΥ ǿŜ 
can increase the number of processing units to fit the requirements.  

Another axis of research is the coding style: the DSP has some features (such as the combination of several 
instructions) which improve the processing capacity. This is theoretically recognized and optimized by the 
compiler released with the development kit, but in some cases, optimization patterns are not recognized. 
A fine study of the embedded code could improve the coding style and finally gain performances.  

ü Memory constraint 

The DSP contains several memories: On one hand, a tightly-coupled memory (TCM) located in the core of 
the DSP is a memory directly connected to the processing units. This memory is fast but has a low density. 
On the other hand, D-RAM, used as peripheral, can store large amount of data. This memory is dense (small 
footprint) but it is slow. The connection between these two types of memory is done via direct memory 
accesses (DMAs). By targeting a real DSP, we will study the needs for both types of memory, the number of 
DMAs to be implemented and the limitations introduced by them.   

ü Quantization constraint 

The quantization is the operation which cuts numbers to be stored in memory (precision limitation or 
saturation). This is done on all computer systems, including software like Matlab: for instance the result of 
ÃÏÓ“Ⱦς executed by Matlab is not equal to π, but it gives a very small number. The IEEE consortium 
defined a standard (IEEE754) to represent floating point values. The common data type used is άŘƻǳōƭŜέ: in 
this case data is represented over 64 bits: the exponent coded over 11 bits, the mantissa coded over 52 bits 
plus the sign. 
 
¢ƘŜ ǘȅǇŜ άŘƻǳōƭŜέ ƛƴǘǊƻŘǳŎŜǎ ŀ ǾŜǊȅ ǎƳŀƭƭ ŜǊǊƻǊ ƻŦ ǉǳŀƴǘƛȊŀǘƛƻƴΣ ǿƘƛŎƘ Ŏŀƴ ōŜ ƴŜƎƭŜŎǘŜŘ ŘǳǊƛƴƎ ǘƘŜ 
algorithm study phase. However, this quantization is too large: we do not need such precision on a real 
target and the memory footprint is too large.  
  
±{hw!Ωǎ 5{t ŜƴŎƻŘŜǎ Řŀǘŀ ŦƻƭƭƻǿƛƴƎ ǘƘŜ L999трп ƴƻǊƳΣ ōǳǘ ǘƘŜ ŦƛŜƭŘ όŜȄǇƻƴŜƴǘΣ Ƴŀƴǘƛǎǎŀύ ǿƛŘǘƘ ƛǎ ŀ ǎǘŀǘƛŎ 
configuration (decided by the customer before the silicon design). The development tools allows to finely 
study the quantization impact on the system.   

As depicted in Figure 3.1-1Σ ǘƘŜ ŘŜǾŜƭƻǇƳŜƴǘ ƪƛǘ ƻƴ ±{hw!Ωǎ 5{t ƛǎ ƻǊƎŀƴƛȊŜŘ ƛƴ ǇƭŀǘŦƻǊƳǎ ŀƴŘ ŜŀŎƘ ǇƭŀǘŦƻǊƳ Ƙŀǎ 
ŀ ŘŜŘƛŎŀǘŜŘ ƎƻŀƭΦ ¢ƘŜȅ ŀƭƭ ǎƘŀǊŜ ǘƘŜ ǎŀƳŜ ǎƻǳǊŎŜ ŎƻŘŜΦ ¢Ƙƛǎ ŀƭƭƻǿǎ ǘƻ άƴŀǾƛƎŀǘŜέ ōŜǘǿŜŜƴ ǘƘŜ ǎƛƳǳƭŀǘƛƻƴ 
platforms very easily: if a problem is detected on the last simulation platform (FPGA), we can quickly modify the 
algorithm if needed. 

 

Figure 3.1-1 ς ±{hw!Ωǎ ŘŜǾŜƭƻǇƳŜƴǘ ǇƭŀǘŦƻǊƳǎ. 
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The native platform describes the system in C++. It is released with a mathematical library (vslib) developed by 
±{hw!Υ ƛǘ ŘŜŦƛƴŜǎ ŎƻƴǘŀƛƴŜǊǎ όƳŀǘǊƛȄΣ ǾŜŎǘƻǊΣΧύ ŀƴŘ ŀǎǎƻŎƛŀǘŜŘ ƻǇŜǊŀǘƛƻƴǎ όƭƛnear operations, multiplication, 
ƛƴǾŜǊǎƛƻƴΣΧύΦ ¢Ƙƛǎ ƭƛōǊŀǊȅ Ŧƻƭƭƻǿǎ ŀǎ ŦŀǊ ŀǎ ǇƻǎǎƛōƭŜ ǘƘŜ ŎƻŘƛƴƎ ǎǘȅƭŜ ƻŦ aŀǘƭŀōΥ ǘƘŜ ǇƻǊǘƛƴƎ ƻŦ ŎƻŘŜ ŦǊƻƳ ǘƘŜ 
aŀǘƭŀōΩǎ ŜƴǾƛǊƻƴƳŜƴǘ ǘƻ ±{hw!Ωǎ ŜƴǾƛǊƻƴƳŜƴǘ ǎƘƻǳƭŘ ōŜ Ŝŀǎȅ ŀƴŘ ǉǳƛŎƪΦ ¢Ƙƛǎ ǇƭŀǘŦƻǊƳ ƛǎ ǳǎŜŘ ǘƻ ŘŜǾŜƭƻǇ ǘƘŜ 
algorithm. 

The high-level platform introduces the DSP: the code developed during the native phase is compiled with special 
options to be mapped on the target: the binary generated is the same for all lower level platforms (up to silicon). 
Simulations on the high-level platform generate reports about the processing cycles and the memory needs 
όǊƻǳƎƘ ŜǎǘƛƳŀǘƛƻƴύΦ  ¢Ƙƛǎ ǇƭŀǘŦƻǊƳ ƛǎ ŀƭǎƻ ǳǎŜŘ ǘƻ ǎǘǳŘȅ ǘƘŜ ǉǳŀƴǘƛȊŀǘƛƻƴ ǎƛƴŎŜ ǘƘŜ 5{tΩǎ ƳƻŘŜƭ Ƙŀǎ ǘƘŜ ŜȄŀŎǘ 
chosen precision. 

The TLM (transaction-level modelling) and RTL (register-transfer level) platforms introduce more accurate 
models of DSP: These platforms are useful to develop the final silicon, we will not use them in the context of 
CPS4EU. 

The FPGA ǇƭŀǘŦƻǊƳ ƛǎ ǘƘŜ Ŧƛƴŀƭ ƻƴŜΥ ƛǘ Ǌǳƴǎ ŀǇǇƭƛŎŀǘƛƻƴ ƻƴ άǘǊǳŜέ ǎƛƭƛŎƻƴΦ hnly the core of the DSP is mapped over 
the FPGA. We use remote FPGA through the Amazon Web Service: this allows to use FPGA while optimizing the 
costs. This platform is used to validate the whole system and to run long simulations. 

The final goal of CPSs is to be embedded in autonomous devices. New features and new approach in 

communication systems will require to be implemented on efficient DSP. However, this implementation could 

have an impact on the algorithm itself, since the real time aspect, the memory issues and the quantization effect 

ŀǊŜ ƘŀǊŘ ŎƻƴǎǘǊŀƛƴǘǎΦ ±{hw!Ωǎ ŘŜǾŜƭƻǇƳŜƴǘ Ŧƭƻǿ ŀƭƭƻǿǎ ǘƻ ƳŀƴŀƎŜ ǘƘŜǎŜ ŎƻƴǎǘǊŀƛƴǘǎ Ǝƭƻōŀƭƭȅ ŀƴŘ ŀǘ ŜŀǊƭȅ ǎǘŀƎŜ 

of development. Finally, simulations on a remote FPGA authorize long duration patterns. This was investigated 

ƛƴ άThe simulation tools and experimental platformέ deliverable [D2.5]. 

3.1.3. Method and environment 

We present here the contribution of VSORA during the implementation of the MIMO system on the VSORA 
platform. VSORA is the provider of the simulation platform which reflects the results that will be get once the 
system is implemented on a real target.  

The global simulation environment of the MIMO system set up by CEA is shown in the diagram below: 

 

Figure 3.1-2 ς Simulation environment of a MIMO system 

 

During the project, VSORA provided 8 releases of its simulation platform. As the project from VSORA side was 
evolving quickly, we decided to regularly propose the most recent version of our DSP to the CEA to conduct their 
simulations. We took care to make the installation and the update process as simple as possible to facilitate the 
task of the user.   

 

BER 

Bit tx(i) TX + channel 
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Release name   Date  

vsora - ai_2011_001_cea.tar.gz  2020 - 11- 04 

vsora - ai_2104_002_cea.tar.gz    2021 - 04- 16 

vsora - ai_2105_000_cea.tar.gz  2021 - 05- 25 

vsora - ai_2107_001_cea.tar.gz  2021 - 07- 06 

vsora - ai_2108_000_cea.tar.gz  2021 - 08- 14 

vsora - ai_2109_001_cea.tar.gz    2021 - 09- 13 

vsora - ai_2112 _001_cea.tar.gz    2021 - 12- 15 

vsora - ai_2202_002_cea.tar.gz  2022 - 02- 22 

 

VSORA also provided the interface environment (yellow box in the diagram) to compare the results of the VSORA 
platform and the result of the original model of the neural network described with the tensorflow framework. 
The model of the neural network is exported as pb files. These files can be simulated within the original 
framework and give a reference for the simulation result.  

PB files are also the inputs for the VSORA platform: the model is compiled for the VSORA target (using the 
compilation tools ς graph compiler + LLVM compiler developed by VSORA). The simulations give different results 
than the DSP model because it processes quantified data. We take advantage of the ability to configure easily 
the quantification to study its influence on the results.  

¢ƘŜ ǎƛƳǳƭŀǘƛƻƴǎ ƘŀǾŜ ōŜŜƴ ŘƻƴŜ ǿƛǘƘ ǘƘŜ ǇƭŀǘŦƻǊƳ άƘƛƎƘ ƭŜǾŜƭέΦ ¢Ƙƛǎ ǇƭŀǘŦƻǊƳ ŜȄŜŎǳǘŜǎ ŎƻƳǇƛƭŜŘ ŎƻŘŜ ƻƴ ŀ Ŧŀǎǘ 
environment and gives a good estimation of the CPU load and the exact usage of memory. Data are also 
quantized and computations are bit to bit equivalent to the real target. At the project definition in 2019, we 
expected to use the remote FPGA platform to complete the study.  

The remote FPGA platform has been developed during the project and it is functional. However, it appeared that 
ƛǘ ŘƛŘƴΩǘ Ƴatch with the scope of the project. Indeed, the number of base units (number of parallel ALUs) is 
limited by the capacity of the FPGA and the DSP has a fixed quantification. In order to have a different set of 
quantification, it is necessary to synthetize a new database. This process is time consuming and the synthesis of 
many versions of the DSP was out of the scope of the project.  

The remote FPGA platform is useful for the algorithmic study: the main use is to speed up long simulations, where 
one does not care about the configuration (quantification): the process consists only of loading a new algorithm 
in the memory of the DSP. When the project was submitted, the scope of the study was not precisely defined: 
originally it was planned to use the classical DSP instructions and we finally switched to the AI instructions since 
VSORA also started to work on a version of its DSP with this feature. The neural network (algorithm part) used 
for the MIMO system was already defined and the goal of the joint work between CEA and VSORA was to map 
this network on a true DSP, and to study the influence of the quantification and of the number of base units. 
Obviously, the remote FPGA was not suitable with this study.  

VSORA helped the CEA in the interpretation of the results and to fine tune the configuration of the system. The 
DSP is a complex system and it is necessary to know precisely its architecture to understand some phenomena. 
For example, by increasing the number of ALU of the system, the overall performances may not follow in the 
same range since the number of MACs (multiplication / accumulation units) varies with the square of the inputs 
(this is a specific feature of the DSP). In this case it is necessary to increase the batch size (the number of samples 
handled) in order to avoid idle ALUs.   

3.1.4. Results of the study 

¢ƘŜ ǎǘǳŘȅ ŀƴŘ ǘƘŜ ǊŜƭŀǘŜŘ ǊŜǎǳƭǘǎ ŀǊŜ ŜȄǇƻǎŜŘ ƛƴ ǊŜǎŜŀǊŎƘ ǇŀǇŜǊ άvǳŀƴǘƛȊŀǘƛƻƴ ƻŦ bŜǳǊŀƭ bŜǘǿƻǊƪ 5ŜƳŀǇǇŜǊ ŦƻǊ 
sub-¢ƘȊ ŎƻƳƳǳƴƛŎŀǘƛƻƴǎέ ǿƘƛŎƘ was submitted to the VTC2022-Fall (IEEE Vehicular Technology Conference). 
This paper is a common work between the CEA (Alexis Falempin, Jean-Baptiste Doré) and VSORA (Trung Dung 
Nguyen, Julien Schmitt). We present here the overall conclusions.  
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Regarding the impact of the quantized weights on the Bit Error Rate (BER) we compare different sets of 
quantization with the unquantized model. Unquantized model means that simulations are run using the original 
data format of the tensorflow framework which is 32 bits floating point;   VSORA quantization model is 
represented using a set of 2 parameters q = (e, m) : the quantization follows the IEEE754 rules with e bits to 
encode the exponent and m bits to encode the mantissa. The word length is therefore 1 + e + m (adding the sign 
bit). Vsora floating point supports normalized and denormalized numbers. Only special numbers (NaN, infinity) 
are ignored since these values have little use in an embedded environment.  

  

 

Figure 3.1-3 ς Impact of quantization on BER 

 

Results presented here are obtained with a post training quantization: this means that we apply the quantization 
on weights after the training process.  

We can observe that using q(5, 10) we obtain the same performances as the unquantified mode. Using q(4, 3) 
and q(3, 3) will induce a slight degradation which can be neglected. If a real product would be designed, we 
probably would choose a quantization of q(4, 3) (8-bits words), associated with a QAT (quantization aware 
training) : the limited word length have a huge impact on the silicon area (mainly in the TCM) and consequently 
on the price of the final solution.  

 

Another aspect of the study is the throughput obtained regarding the processing power. We assume the clock 
frequency of the DSP at 2 GHz. We measure the throughput for many configurations of DSP (changing the number 
of MACs). Each configuration gives a processing power we can express in TFLOPs.  
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Figure 3.1-4 ς Achievable throughput in Gbps in function of the processing power 

 

We observe a good linearity between the processing power and the throughput. This linearity has been obtained 
by modifying the coding style: in particular, it has been necessary to increase the batch size to keep an activity 
on the maximum computing units. We chose a batch size of 32k symbols to keep the same configuration 
independently from the number of MACS and which avoid idle processing units and keep an acceptable latency. 
This exercise highlighted the difficulties of achieving a good performance in an embedded device (compared to 
a high level code in a standard framework). It also proved the efficiency of the development method proposed 
by VSORA: even if we had to rework the code to reach the desired performance, we kept a unique code which is 
still described with a high level of abstraction. Traditional methods require writing a dedicated code for the 
embedded device, increasing the time of development, with a possible loss in efficiency and reliability.  

 

3.1.5. Conclusion 

In conclusion, the implementation of and advanced MIMO system on a real target, using artificial intelligence 
was successful. At the beginning of the project, the AI core proposed by VSORA was at the very early stage of 
development: we achieved to develop the core supporting a large variety of neural network topologies. The 
compilation paradigm imagined by VSORA (separate the framework from the target compilation) has been 
successfully proven by the CEA: the mapping of the neural network required very few efforts of development. 
Although the remote FPGA platform was not used by the end-user in the scope of the study, we still achieved its 
development and now we have a clearer vision of the benefits this platform can contribute. CPS4EU was clearly 
helpful to VSORA to develop the AI version of its DSP, to refine the release process, to finalize the documentation. 
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3.2. Joint estimation of CFOs and Doppler shifts in mmWave distributed MIMO systems 

3.2.1. Motivation and related work 

Wireless connectivity is making its way ƛƴǘƻ ƛƴŘǳǎǘǊƛŀƭ ƴŜǘǿƻǊƪǎ ŀǎ ƛǘ ƛǎ άǇƭǳƎ ŀƴŘ ǇƭŀȅέΣ ŜŀǎŜǎ ǘƘŜ ƳŀƛƴǘŜƴŀƴŎŜ 
and control of devices, and even enables the coordination of moving devices such as transport vehicles. Sub-GHz 
bands are not suitable to support a dense traffic and their reliability can be significantly reduced because of the 
presence of interfering systems. That is why millimeter wave (mmWave) spectrum is considered as a plausible 
candidate to replace wires in industrial sectors especially with the licensed band at 28 GHz and the unlicensed 
band at 60 GHz [SOL18].  However, wireless communications are unreliable compared to wired links and poor 
connectivity can result in delayed transmission or reduced performance. The challenge is thus to ensure Ultra 
Reliable and Low Latency Communications (URLLC) wirelessly which is critical for industrial applications. 

In mmWave communications, Radio Frequency (RF) blockages may occur because of obstacles and  moving 
objects and vehicles. Spatial diversity is therefore required to prevent those RF blockages [KHO19]. In this 
context, distributed MIMO systems, also known as Cell-Free MIMO, have been proposed to improve the system 
capacity of conventional co-localized systems [BJO20, DAW06]. With such architectures, the Base Station (BS) is 
composed of a Centralized Unit (CU) responsible for the digital signal processing and several Radio Units (RUs) 
that are spatially distributed over the cell and responsible for the RF processing of the signals. In this work, we 
consider beamforming techniques at the RUs side to come up with severe path loss of the millimeter wireless 
links. The main advantages of the distributed architecture are i) providing an improved coverage thanks to an 
enhanced macro diversity and higher robustness to RF blockages and ii) less path loss and energy consumption 
thanks to shorter BS-device distances in average [NGO17, ZHA20]. The uplink signals are received by one or more 
RUs which transpose it into the baseband and forward it to the CU for reconstruction. This is known as joint 
reception. When it comes the downlink, the CU precodes the signal to transmit to the devices and send the 
resulting signals to the RUs for over-the-air transmission. The devices thus receive a set of coherent signals to 
recombine for reconstruction. It is known as joint transmission. The way to precode the downlink messages 
depends on the system. It can be for instance linear schemes like Zero-Forcing or Minimum Mean Square Error 
to mitigate the inter-user interference in Multi-User MIMO (MU-MIMO) [BJO20a]. 

The capacity of a MIMO system highly depends on the quality of the Channel State Information (CSI). First, 
reliable instantaneous CSI is hard to ensure in a MU environment because of possible pilot contamination. Then, 
channel aging limits the validity of the CSI in time. Channel aging results from inevitable residual Carrier 
Frequency Offsets (CFOs) and UE motion inducing additional Doppler shifts. This phenomenon is even more 
critical in distributed MIMO architectures because the wireless links between a UE and the different RUs 
experience different frequency offsets. Besides in mmWave communications, because of the large frequency 
offsets (both CFOs and Doppler shifts) the channel aging is a significant impairment.  

When it comes to joint-transmission, the UE devices must perform the estimation of multiple frequency offsets 
in order to reconstruct the downlink signal. Some techniques based on training sequences exist and some of 
them can even approach Maximum Likelihood (ML) performance [ZAR08]. However, those iterative algorithms 
are rather computationally intensive and are therefore not suitable for devices with limited computation 
resources or links with stringent latency constraints like with industrial networks. Based on this observation, we 
believe that it is not suited to perform the multi-CFO estimation at the UE side. That is why in this study, we move 
the estimation at the BS side based on measurements of the uplink signals like in [ZEN18]. Because the respective 
contributions of the CFO and the Doppler shifts are the same on the uplink and downlink [ZEN18], it is thus 
required to jointly estimate the CFOs and the Doppler shifts for each link. In this work, we thus propose to tackle 
the challenge of frequency estimation in distributed MIMO architectures. The main contribution of this study is 
not about the frequency estimation at the RU level (based on pilot or training sequence) but at the BS level 
(based on multiple frequency offset measurements) in order to separate the respective contributions of the CFO 
and the Doppler-induced shifts. For our proposed joint frequency estimator, there is no need for a priori 
knowledge on UE motion and there is no condition on channel delay spread. It is a solid contribution with respect 
to literature solutions and [ZEN18]. 
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3.2.2. System model 

The BS is composed of ὔ RUs responsible for the transmission/reception of wireless signals and one CU 
performing the signal processing. Each RU is equipped with an antenna array and is able to perform a 
beamforming with beam width ‌. The K devices are equipped with omnidirectional antenna. 

In this study, we assume that the antenna array is able to steer its beam in the direction of the maximum received 
power, either in Line-of-Sight (LOS) or in non-LOS. The multi-path components of the propagation channel are 
then filtered out by the RU beamforming [RAP15]. The received signal is thus only composed of one resolvable 
path along with ὒ unresolvable paths. Besides, the RUs are static which implies that the Doppler effect is due 

to the mobility of the devices. However, the AoDs are equal for all the unresolvable paths between device Ὥ and 
RU Ὦ,  and therefore the Doppler shift is the same. As a consequence, a simpler propagation channel model with 
a unique unresolvable path will be assumed for the rest of this work. Nonetheless, the Doppler shift experienced 
on each device-RU link varies because the AoDs are different.  

In addition to the Doppler effect, the frequency shift induced by oscillator imperfections are taken into 

consideration as well. Ὢ  and  Ὢ  respectively denote the CFOs of the RU j and the device Ὥ. The system 

model for two RUs and two devices is depicted in Figure 3.2-1. For the RU, a common clock signal can be obtained 
with a network synchronization protocol like Global Navigation Satellite Systems (GNSS) or Time Sensitive 
Networking (TSN), which is becoming more and more central in industrial Internet of Things (IoT). And when the 
synchronization provided by the protocol is not sufficient, other over-the-air synchronization procedures can be 

considered [ROG14]. Therefore, the clock imperfection of the RUs will be neglected for this study: Ὢ π  for 

any RU Ὦ. 

 
Figure 3.2-1 ς System model with two UEs. 

The resulting frequency offset experienced on the uplink path between device Ὥ and the RU Ὦ is thus the sum of 

the contributions of the device CFO Ὢ  and the Doppler shift Ὢȟ : 

ɝ Ὢȟ   Ὢ   Ὢȟ  (3.2-1) 

The Doppler shift expression is given in (3.2-2) where ὺͅὭ  denotes the device speed, Ὢ   the carrier frequency of 
the signal, ὧ the light celerity, —ȟ  the AoD of the link and ‰  the device angular direction.  

Ὢȟ   
ὺὪ

ὧ
 ὧέί —ȟ ‰  

(3.2-2) 

When it comes to the frequency offset experienced on the downlink for the same path, one obtains the 
expression (3.2-3). 

ɝὪȟ   Ὢ   Ὢȟ  (3.2-3) 

The overall frequency offset experienced on the link depends on the same terms but with the opposite 
contribution for the device CFO.  Indeed, as the relative motion of the device with respect to each RU is the same 
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for both links then the Doppler shift is also the same on both UL and DL links. To obtain this expression, it is 
assumed that the time interval between the uplink and downlink signals is small enough so that the CFO and the 
device localisation remain constant which is a reasonable assumption. 

This observation justifies the need of a joint CFO and Doppler shift estimation on each wireless link. It is indeed 

required to estimate separately the contributions of Ὢ    and Ὢȟ   to properly estimate the overall frequency 

offset. We propose in this study, a joint estimation technique based on measurements from the uplink signals. 

The resulting estimation of the downlink frequency offset ɝ Ὢȟ  can thus be used to compensate the phase 

variation of the Channel State Information (CSI) induced by time delay between the CSI and the DL precoding. 

One can observe that the estimation problem can be performed independently for each device. The estimation 
problem introduced in (3.2-1) can thus be simplified to a single-device problem where the index Ὥ is omitted: 

 ɝὪ  Ὢ   Ὢ ὧέί— ‰  (3.2-4) 

3.2.3. Joint-Estimation  algorithm 

ü Regression Problem 

We aim at estimating the device CFO Ὢ , the maximum Doppler shift Ὢ   and the angular direction of 
the device ‰  based on the measurements of the AoD of the wireless uplink signals —   at each RU and the 

cumulated frequency shifts ɝὪ. 

On the one hand, the quality of the measurement for the frequency shifts depends on many parameters: the 
signal-to-noise ratio of the wireless link, the reference signals (preamble structure [LI01], pilot-based [SPE99], 
blind [PAN06] and so on). Given that our objective is to assess the feasibility and the performance in ideal 
conditions, the overall frequency shift measurement is assumed to be ideal (i.e. the estimation of ɝὪ  is 

noiseless). 

On the other hand, the measurement of the AoDs cannot be ideal. Indeed, the AoD is measured at each RU 
thanks to the angle-domain projection of the signal [ZEN18] obtained with the antenna arrays. The 

measurements of the AoDs, denoted  —  are then noisy and the accuracy depends of the beam width  : 

—
ͮ

— ‭ 

where ‭   denotes a random noise that we assume follow a uniform continuous distribution ל ‌Ⱦςȟ‌Ⱦς. 

The regression problem described in (3.2-4) is non-linear and therefore not easy to solve. We propose here a 
pragmatic solution to linearize the problem by using trigonometric relations: 

ɝὪ Ὢ Ὢ ÃÏÓ ‰ÃÏÓ —
ͮ

Ὢ ÓÉÎ ‰ÓÉÎ —
ͮ

 
(3.2-5) 

The expression (3.2-5) can be put in the matrix form as well: 

Ἦ ἦἧ
ͮ

 
(3.2-6) 

Where  

¶ Ἦ ɝὪȟȣȟɝὪ ᶰᴙ  
¶ ἦ Ὢ ȠὪ ÃÏÓ ‰ȠὪ ÓÉÎ ‰ ᶰᴙ  

¶ ἧ
ͮ

ᶰᴙ  ǿƛǘƘ Ὦ ŎƻƭǳƳƴ ὣ
ͮ

ρȠÃÏÓ —
ͮ

ȠÓÉÎ —
ͮ

 

 

Lemma 1: Assume that ὔ  σ, and   AoDs —ȟȣȟ—  are independent and uniformly distributed in πȟς“. Then, 

ἧ
ͮ

 is full rank with probability 1. 

As a consequence, when ὔ  σ ἧ
ͮ

ἧ
ͮ
ἢ is invertible with probability 1 and ἦ

ͮ

 can be evaluated by applying (3.2-7):  
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ἦ
ͮ

Ἦἧ
ͮ

ἧ
ͮ

ἧ
ͮ

 
(3.2-7) 

Finally, the estimation of the three parameters of interests can be expressed as follows: 

¶ Ὢ
ͮ

ὢ
ͮ

ρ 
(3.2-8) 

¶ Ὢ
ͮ

ὢ
ͮ

ς ὢ
ͮ

σ  
(3.2-9) 

¶ ‰
ͮ

ÁÔÁÎ
ͮ

ͮ   
(3.2-10) 

where ὢὭ is the i-th coordinate of the vector ἦ. 

ü Analytical Analysis 

The theoretical performance of the estimator is discussed in this section. 

By inserting (3.2-6) into (3.2-7), one obtains: 

ἦ
ͮ

ἦἧἧ
ͮ
ἢἧ
ͮ

ἧ
ͮ
ἢ ἦ

ρ

ὔ
ἧἧ
ͮ ρ

ὔ
ἧ
ͮ

ἧ
ͮ

 

Where ἧᶰᴙ  with the j-th column ὣ ρȠÃÏÓ —ȠÓÉÎ — . 

 

Lemma 2: Assume that  AoDs —ȟȣȟ—  are independent and uniformly distributed in πȟς“. Then, the following 
equalities hold with probability 1. 

1. ὰὭά
ᴼ

ἧ
ͮ

ἧ
ͮ
ἢ

ρ π π

π π

π π

 

2. ὰὭά ᴼ ἧἧ
ͮ
ἢ

ρ π π

π ÓÉÎ π

π π ÓÉÎ

 

 

By using the above lemma, one gets: 

ὰὭά
ᴼ
ἦ
ͮ

ἦ

ở

Ở
ờ

ρ π π

π
ς

‌
ÓÉÎ
‌

ς
π

π π
ς

‌
ÓÉÎ
‌

ςỢ

ỡ
Ỡ

 

It implies that 

¶ ὰὭά ᴼ Ὢ
ͮ

Ὢ   
(3.2-11) 

¶ ὰὭά
ᴼ
Ὢ
ͮ

ÓÉÎὪ  
(3.2-12) 

¶ ὰὭά ᴼ ‰
ͮ

‰ 
(3.2-13) 

It means that the estimators (3.2-8) and (3.2-10) are consistent but (3.2-9) is not. However, by setting (3.2-14) 
one gets (3.2-15). 
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(3.2-14) 

ὰὭά
ᴼ
Ὢ
ͮ
ͮ

Ὢ   

(3.2-15) 

We have then defined three consistent estimators for the parameters of interest (3.2-8), (3.2-10) and (3.2-14). It 
means that by considering the system model presented in (3.2-4) when one collects a large number of 
measurements of frequency offsets, the three estimators converge in probability to the true value of the 
parameters independently of the value of the RU beam width ‌. 

3.2.4. Performance Evaluation 

In this section, the algorithm performance is evaluated for practical implementations (i.e. with limited number 
of RUs). Three criteria will be assessed: i) the estimation accuracy of the parameters of interest, ii) the quality of 
the resulting channel prediction and iii) the achievable sum-rate. 

 

An mixed static/moving UE  scenario is considered for the simulations with wireless connectivity working at the 
26.7 GHz licensed band [SOL18] The channel model and the list of the simulation parameters is given in Table I. 
The algorithm defined in [ZEN18] (where UE motion is known) will be used as reference. The comparison with 
[ZEN18] allows us to evaluate the price to pay to estimate the UE direction in addition to the frequency offsets. 
For the evaluation performance, the normalized Mean Square Error (nMSE) indicator is used in this study. Its 

expression is reminded in (3.2-16) where Z and ὤ
ͮ

 are respectively the real and the estimated scalar values of the 
parameter of interest, |z| depicts the absolute value of the real z and  is the expectation operator. 

Î-3%ὤ
ͮ

 
ȿὤ
ͮ

 ὤȿ

ȿὤȿ
 (3.2-16) 

The first performance indicator is the quality of the estimation technique for the three parameters of interest: 

the device CFO Ὢ  , the device max Doppler Ὢ    and the device angular direction ‰  (not for [ZEN18] 
because it is known a priori). The results are depicted on Figure 3.2-2. 
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Figure 3.2-2 ς Evaluation of the estimation accuracy for two possible RU deployments N=4 (left) and N= 8 (right) 
([9] is [ZEN18]).  

First, one can estimate the relative impact of the numbers of RUs and the beam width on the estimator accuracy.  
Indeed, with a large number of RUs (like 8 (right)), the constraints on the beam width to satisfy are less tight. It 
means that even with large beams, the estimator can provided accurate results. On the contrary, for a reduced 
number of RUs (like 4 (left)), the beam width must be narrow enough to provide satisfactory accuracy. The latter 
case is more interesting because it corresponds to a more practical scenario. 

It seems worth noticing that the estimators appears to be also consistent when ‌ tends to 0 for any ὔ  σ. And, 
for realistic values of ‌ and N, ‌ looks to play a more predominant role on the estimator accuracy. This implies 
that the quality of the estimation is better improved by narrowing the beam widths than by adding new RUs. 

One can observe that the estimation accuracy of the device direction ‰ mainly depends on the number of RUs. 
Indeed for a limited number of RUs (like 4), it is the parameter know with the poorest accuracy. One can therefore 
expect larger performance penalty with the algorithm defined in [ZEN18] with limited number of RUs.  To assess 
the performance difference between the two estimators, we propose to evaluate the accuracy of the overall 
frequency shift at the RU side (including CFO and Doppler shift). The results are depicted in Figure 3.2-3 for 4 and 
8 RUs. 

 

Figure 3.2-3 ς Evaluation of the estimation accuracy for the overall frequency shift for two possible RU 
deployments ([9] is [ZEN18]). 

 

First of all, the proposed solution (with estimation of device direction ‰) provides good estimation of the overall 
frequency shifts. As foreseen, the performance penalty with respect to [ZEN18] is larger for a limited number of 
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RUs. However, it seems interesting to notice that the performance penalty lowers when the beam width ‌ is 
reduced. In other words, for narrow beam widths, the price to pay in terms of estimator accuracy to estimate 
the device direction as well is negligible. 

We can also evaluate the benefits of the proposed method by looking at the resulting average downlink sum-
rate per user as a function of the time delay between the CSI acquisition and the MU downlink precoding 
computation. The objective of this KPI is to observe the effects of channel aging on downlink performance and 
to evaluat the robustness of the proposed estimation technique against this effect. The results are depicted in 
Figure 3.2-4. The expression of the mean sum-rate ד is given in (3.2-17) where ὖ  , ὖ  and ὖ  respectively 

denote the powers of the received useful signal, the noise and the interference terms. The noise power if fixed 

to ensure a Signal-to-Noise Ratio (SNR) of 20 dB per link, i.e. ςπ dB. The interference term comes from the 

inter-user interference from the zero-forcing precoding induced by the error of CSI due to imperfect channel 
prediction. The curves corresponding to the `ideal' case, meaning perfect estimation and channel prediction and 
`no compensation' case, meaning no estimation and channel prediction is performed, are plotted as well for 
comparison. 

ὸד ὸ ÌÏÇρ
ὖ

ὖ ὸ ὸ ὖ
 (3.2-17) 

 

Figure 3.2-4 ς Achievable sum-rate ([9] is [ZEN18]). 

 

One can first observe that thanks to the joint CFO and Doppler estimation, proposed in our work and [ZEN18], 
the performance penalty induced by channel aging is reduced. Indeed, the mean sum-rate is improved with 
respect to the `without estimation case` which means that the CSI has a better validity in time which improves 
the downlink capacity. As already stated, the performance provided by the proposed solution is slightly below to 
what provides [ZEN18]. It is expected and is a direct consequence of what we observed in Figure 3.2-2 and Figure 
3.2-3. Nonetheless, the gain in performance is still substantial for a delay of 10 ms, typical frame duration in 5G 
systems, with 127% increase for ‌  ς“Ⱦφτ and N=4 or  140% increase for ‌  ς“Ⱦφτ and N=8. It shows that 
when there is no a priori knowledge on UE location and motion, the proposed joint frequency offset estimation 
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technique proposed in our work efficiently improve the quality of the CSI and limits the effect of channel aging. 
That is a major contribution with respect to state-of-the-art techniques. 

Another observation worth making is that it is more interesting to narrow the beam width than to add extra RUs 
to improve the algorithm performance. It makes the proposed solution more scalable and easy to implement for 
concrete and realistic distributed MIMO systems. 

3.2.5. Conclusion 

We proposed a joint estimation technique to cope with the frequency offsets in a multi-user distributed MIMO 
systems. The proposed algorithm works without any a priori knowledge of user motion and the estimation is 
performed at the BS side to keep the device processing as simple as possible. It is a real advantage with respect 
to similar solutions proposed in the literature. The proposed estimation technique has suitable asymptotic 
properties and provides significant performance gains with both realistic and practical scenarios. It makes the 
proposed solutions appealing for beyond 5G MU-MIMO scenarios. 

In our work, strong assumptions have been made (ideal frequency estimates and perfect RU oscillator 
synchronization).  Those assumptions lead to a simple system model which is interesting for a first approach but 
their impacts on the achievable performance will be analyzed and evaluated in a future publication to consider 
realistic system constraints. 
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3.3. Transferable and Distributed User Association Policies for 5G and Beyond Networks 

3.3.1. Motivation and related work 

With the significant proliferation of smart connected devices, the cyber and physical spaces are fusing, turning 
humans, objects, and events more and more into sources of digital information. As a result, mobile data traffic 
is growing exponentially and we are witnessing the emergence of new performance-demanding services such as 
online gaming, e-health, augmented and virtual reality applications. Some of the challenges induced by these 
services are being addressed by current fifth-generation (5G) wireless communication systems, for example 
through the adoption of millimeter-wave (mmWave) technologies as well as massive MIMO and network 
densification. However, many technical issues, for instance related to high-precision manufacturing in Industry 
4.0 or holographic communications, still remain unsolved or need more efficient solutions in terms of efficiency, 
complexity or deployability, pushing towards sixth-generation (6G) networks [ECS19]. To address these issues, 
among the various solutions under consideration, the adoption of artificial intelligence (AI) at the network edge 
(edge intelligence) is envisioned. In this scenario, multiple distributed AI-powered devices can learn and possibly 
share their knowledge with each other to optimize some network utility functions and achieve some common 
goals [ECS19], [EPEL20]. This is currently enabled by endowing mobile devices with AI algorithm computing 
capabilities [YDG19]. In this context, we are interested in adopting edge intelligence to solve the problem of 
efficient association between users and network access points. Indeed, user association plays a crucial role in 
ƳƻōƛƭŜ ŎƻƳƳǳƴƛŎŀǘƛƻƴǎ ŀǎ ƛǘ ŘƛǊŜŎǘƭȅ ŀŦŦŜŎǘǎ ǘƘŜ ƴŜǘǿƻǊƪ ǎǇŜŎǘǊŀƭ ŜŦŦƛŎƛŜƴŎȅ ŀƴŘ ǘƘŜ ǳǎŜǊǎΩ ǇŜǊŎŜƛǾŜŘ ǉǳŀƭƛǘȅ ƻŦ 
service. Its optimization is a difficult task, since it generally involves the solution of non-convex and combinatorial 
problems with exponential complexity in the number of user devices in the network. Moreover, multiple factors 
impact the user association and further make difficult its management:  

i) the wireless channel dynamics,  

ii) the network data traffic dynamics, and  

iii) ǘƘŜ ǳǎŜǊǎΩ ƳƻōƛƭƛǘȅΦ  

This difficulty is even exacerbated in mmWave networks due to severe path loss and high sensitivity to blockage 
[ADD17], and in large-scale networks due to dense deployment of user equipments (UEs) and base stations (BSs). 

Current state-of-the-art solutions of user association are in general not scalable and tangibly lack adaptability. In 
particular, such approaches, are often grounded on quite rigid assumptions, such as pre-sized and fixed sets of 
BSs and static UEs, favourable channel conditions, absence of inter-cell or intra-cell interference, full-buffer 
network traffic. Yet, in dynamic mmWave networks, especially in dense networks, the number of UEs, their 
position with respect to each other and BSs, and the performance requirements of the services they access, are 
likely to change over time and are characterized by a high dynamicity. Even in relatively stable scenarios from 
the radio channel and data traffic points of view, the arrival in the network or the departure from the network 
of one or more users has an impact on the overall network performance, which requires a constant adaptation 
of the user association to dynamically guarantee the best possible quality of service (QoS). To tackle this problem 
of adaptability and scalability, we propose transferable user association policies. Transferability is indeed an 
important key feature. It allows transferring the user association knowledge acquired in one specific scenario to 
another one [SJP10], thus, resulting in a significant gain in terms of signalling and computation overhead. With 
this feature, a UE that attempts to access a cell can benefit from the already available knowledge of other UEs in 
the network to select the appropriate BS, without requiring any additional training procedure of the global policy. 
As a direct result, the proposed mechanism adapts well by design to variations in the number of UEs or changes 
in the geometry of the network, i.e., in their geographical positions, and or to the channels and traffic dynamic. 

The user association problem has received a wide attention from the literature. Numerous solutions have been 
proposed utilizing different techniques to optimize the network performance with respect to (w.r.t.) various 
metrics [DL16]. In [GA15], the authors neglect the interference to derive a distributed user association to 
maximize the network sum-rate. A load balancing user association is proposed in [AA19a], with a polynomial-
time algorithm to balance the radio resources across BSs. Leveraging a game-theoretical approach, the user 
association is reformulated as a non-cooperative game with local interactions in [YL18] and as a matching game 
in [AA19b]. These works either fŀƛƭ ǘƻ ŎƻƴǎƛŘŜǊ ŜƴǾƛǊƻƴƳŜƴǘ ŘȅƴŀƳƛŎǎ ǎǳŎƘ ŀǎ ƛƴǘŜǊŦŜǊŜƴŎŜΣ ŎƘŀƴƴŜƭǎ ŀƴŘ ¦9ǎΩ 
traffic dynamics or are subject to a large amount of signalling. Most recent works on user association involve 
machine learning and reinforcement learning to cope with user association complexity and the radio 
environment dynamics [QM18], [LB08]. In this sense, a deep neural network (NN) architecture is introduced in 
[PZ19] that predicts the user association and power allocation. Similarly, authors in [RL20] have formulated the 
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problem of user association with multi-connectivity as a multi-label classification problem. All these works are 
based on building cumbersome databases, requiring extensive computation, hence resulting unsuitable to large-
scale scenarios. To address this issue, a distributed user association scheme based on multi-agent reinforcement 
learning is proposed in [NZ18]. Although this solution addresses the issue of the database size, it still lacks 
scalability as their proposed NN architecture intrinsically scales with the number of UEs in the network. In 
addition, the solutions of the state-of-the-art either optimize the user association for a fixed number and position 
of UEs in the network or devise user association policies, which are not transferable, i.e., the knowledge of 
already present UEs in the network cannot be straightforwardly and efficiently transferred to newly arrived UEs.  

In this work, we address the problem of transferability of the user association policy. We propose a novel policy 
network architecture (PNA) and learning mechanism to derive a transferable user association strategy able to 
address changes in radio environment, including channel dynamics, mobility of UEs as well as the variability of 
the number of UEs over time. 

In summary, the contribution of this work is four-fold: 

¶ Transferability: in contrast to previous approaches from the literature [NZ18], [PZ19], which require 
reconstructing the PNA (i.e., the NN architecture) and an entire new learning process whenever the 
number of UEs varies, our new proposed solution presents the advantage of being transferable. In other 
words, both the PNA and the learned association skills can be transferred to a newly arrived UE that 
joins the coverage area, without any additional changes. To achieve this, instead of having one specific 
policy per UE as in [NZ18], we construct a unique global PNA using the mechanism of attention NNs, 
which can be efficiently trained with the experiences of all UEs. Simulation results show that 
empowering our proposed architecture with an attention mechanism enables transferability without 
any additional loss in performance. 

¶ Hysteretic proximal policy optimization: we optimize the user association policy using a policy gradient 
algorithm, in particular, the proximal policy optimization (PPO) framework. However, dynamic channels 
and network traffic combined with the simultaneous interaction of agents, make the radio environment 
strongly nonstationary, which challenges MARL systems. Hence, to stabilize the learning process and 
improve the convergence, we leverage the concept of the hysteretic Q-learning [LM07], [SO17] to 
modify the PPO algorithm by introducing two clipping factors that induce a hysteretic behavior in policy 
updates. We show through numerical simulations the benefit of such a method both on the 
convergence and the system performance. 

¶ Zero-shot generalization: in addition and in sharp contrast with existing solutions, the proposed 
mechanism has zero-shot learning capability, i.e., it can actively adapt to the variations due to the 
departure or arrival of UEs without requiring additional training iterations. For this purpose, we 
introduce a UE dropout mechanism, which consists in masking some UEs during the learning process to 
enable robustness of the learned policy w.r.t. the variation of the number of UEs in the network. We 
show that the dropout mechanism further stabilizes the learning process and enables better knowledge 
transferability. Also, we show that with this zero-shot generalization capability, our algorithm can 
quickly adapt to scenarios with mobility. 
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3.3.2. System model 

 

Figure 3.3-1 ς Network topology for 3 SBSs, 1 MBS, and 10 UEs. 

Network Model. We consider the system model of Figure 3.3-1, focusing on downlink communications. We 
consider that ὑὸ UEs are located at time ὸ in a region of the bi-dimensional Euclidean space, covered by ὔ 
mmWave small base stations (SBSs) and a sub-6 GHz macro base station (MBS), to enable ubiquitous network 
coverage. We denote by ꜝ πȟρȟȣȟὔ  the set of BSs, where π indexes the MBS, and by ל ρȟςȟȣȟὑὸ  
the set of UEs in the network. We call a network deployment ꜠ , a collection of positions of all UEs in the 
network: 

꜠ Ô ὼ ὸȟώ ὸȟὮɴ  ȟל

where ὼ  and ώ  denote the coordinates of UE Ὦ in deployment ꜠  expressed w.r.t. a reference system 

common to all UEs and BSs. We denote ꜝ Ṗ  ꜝthe subset of BSs that can be associated with UE Ὦ. In general, 

ꜝ  is strictly contained in ꜝ , because UE Ὦ may not lie in the coverage area of all the SBSs (however, we consider 

that the MBS is always in ꜝ ). Moreover, we assume that each BS can support at most ὔ UEs simultaneously 

and that a UE is associated to exactly one BS at a time. Each BS Ὥ communicates to its served UEs using equal 
transmit power. In addition, we assume that the mmWave SBS allocates the entire available band to their served 
UEs, whereas the MBS equally shares its band across its UEs. Finally, we assume that there exists a central 
controller, collocated with the MBS, able to collect and forward information to the UEs in the network. 

 

Channel Model. For simplicity of analysis, and since we consider a dense regime, we denote with Ὑ the size of 
the coverage range of SBSs. Thus, a UE can only be associated with a SBS located at most at a distance Ὑ. 
Moreover, we consider that each communication link experiences a small scale ά-Nakagami fading. We use Ὤ to 

denote the fading coefficient, which follows a normalized Gamma distribution ɜάȟ . We assume Rayleigh 

fading for UE-MBS links, which is a special case of ά-Nakagami, where ά  ρ. In addition, we adopt the 
commonly used Friis propagation loss model [TB15], where the received power ὖ  is given as a function of the 
distance Ὠ between the UE and its serving BS: 

ὖ Ὠ Ὤὖ Ὃ Ὃ ὅὨ ȟ     ίɴ 3"3ȟ-"3Ȣ 

Here, ὅ denotes the path-loss constant, – is the path-loss exponent, and ὖ  is the transmit power w.r.t. BS ί. 
The gains of the transmitter and receiver antennas w.r.t. BS ί are Ὃ  and Ὃ  respectively. In addition, we 
assume that the UEs and the BSs perform beam steering in advance such that when a communication is set up, 
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the useful received power in absence of interference is maximized, i.e., Ὃ Ὃ  and Ὃ Ὃ  are the 
maximum antenna gain at the transmitter and the receiver, respectively. 

 

 

Figure 3.3-2 ς Cell interference illustration. 

 

Cell interference. Since we assume the presence of only one MBS, which orthogonalizes its served UEs by sharing 
its band across them, the communication links between the MBS and its served UEs experience neither intra-cell 
nor inter-cell interference. Therefore, interference is only due to the communications between mmWave SBSs 
and UEs, as a result of overlapping beams. Let us consider a typical UE (say UE Ὦ) placed at a distance Ὠ from 
its serving SBS (say SBS Ὥ). Given an interfering SBS Ὥ that is located at a distance Ὠ, and relative angle ‪ from 
this UE, serving ὲ ὔ other UEs in ὲ random directions defined by their relative angle ‰ȟ (see Figure 3.3-2), 

we use Ὅȟ to denote the interference caused by its Ὦ-th beam towards the typical UE. Thus, Ὅ  В Ὅȟ is the 

total interference incurred by this SBS on the typical UE. Moreover, for sake of simplicity, we assume that the 
receiver and the transmitter use the same antenna radiation pattern denoted by Ὃ—ȟ‌, where — is the beam 
width and ‌ is the azimuthal angle to the main lobe (see Figure 3.3-2). Hence, the interference induced by the 
communication between the Ὥ-th SBS and its Ὦ-th UE and the total interference resulting from SBS Ὥ  are: 

Ὅȟ ὖ ὬὋ—ȟ‪ Ὃ—ȟ‰ȟὅὨ ȟ 

Ὅ ὖ Ὤὅ Ὃ—ȟ‪ Ὃ—ȟ‰ȟὅὨ Ȣ 

Thus, the signal-to-interference plus noise ratio 3).2ȟ  between the typical UE Ὦ BS Ὥ, which comprises both 

intra-cell and inter-cell interference is defined as: 

3).2ȟ
ὖ ὬὋ ὅὨ

В Ὅ ὔὄ ȟᶰꜝ

ȟ 

where ὄȟ is the bandwidth allocated to the UE Ὦ by BS Ὥ, and ὔ  is the Gaussian noise power spectrum density. 
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3.3.3. Problem Formulation 

At time ὸ, each UE Ὦ requests a minimum data rate Ὀ ὸ from its serving BS Ὥ to satisfy a certain quality of service 

(QoS), calƭŜŘ ƘŜǊŜ ǘƘŜ ¦9Ωǎ Řŀǘŀ ŘŜƳŀƴŘΦ ²Ŝ ǎŀȅ ǘƘŀǘ ¦9 ὮΩǎ vƻ{ ƛǎ Ŧǳƭƭȅ ǎŀǘƛǎŦƛŜŘ ŀǘ ǘƛƳŜ ὸ, if the achievable data 

rate Ὑȟὸ  ὄȟÌÏÇρ 3).2ȟὸ , given by the Shannon capacity of the channel between UE Ὦ and BS Ὥ, 

is greater than Ὀ ὸ, i.e., Ὑȟὸ Ὀ ὸ. Based on this, we consider that at each time ὸ, the effective 

communication rate between UE Ὦ and its serving BS equals ÍÉÎὙȟὸȟὈ ὸ . Hence, we can define an ‌-fair 

network utility function [RS14] as follows: 

Ὑὸ  ὼȟ
ɴלᶰꜝ

Ὗ ÍÉÎὙȟὸȟὈ ὸ  

Ὑὸ ὼȟ
ɴלᶰꜝ

Ὗ ÍÉÎρȟ
Ὑȟὸ

Ὀ ὸ
Ὀ ὸ  

Ὑὸ  ὼȟ
ɴלᶰꜝ

Ὗ ‖ȟὸὈ ὸ ȟ 

where ὼȟ ρ indicates that UE Ὦ is associated with BS Ὥ; otherwise ὼȟ π and ‖ȟὸ  ÍÉÎρȟ
ȟ

ᶰπȟρ 

indicates the QoS satisfaction of UE Ὦ w.r.t. its associated BS Ὥ, which is fully satisfied when ‖ȟ ρ. Ὗ ẗ is the 

‌-fair utility function given in [RS14] as follows: 

Ὗ ὼ  
ρ ‌ ὼ ȟ ÆÏÒ ‌ π ÁÎÄ ‌ ρ 

ÌÏÇὼȟ Ὢέὶ ‌ ρ     
Ȣ 

Then, we formulate the user association problem to maximize the network utility Ὑὸ at time ὸ as follows: 

ÍÁØ
ȟ

Ὑὸ  ὼȟ
ɴלᶰꜝ

Ὗ ‖ȟὸὈ ὸ  

ÓÕÂÊÅÃÔ ÔÏȡ    ὼȟᶰπȟρȟ ὭᶅȟὮ 

                       ὼȟ
ɴל

ὔȟ Ὥᶅɴ ꜝ͵π 

                       ὼȟ
ᶰꜝ

ρȟ Ὦᶅɴ  Ȣל

The first constraint indicates that the ὼȟ are binary variables. The number of resources available at each SBS is 

limited; this is highlighted in the next constraint, by constraining the number of UEs simultaneously associated 
with a given SBS Ὥ, to be lower than ὔ. Finally, the third constraint ensures that, in our setting, each UE is 
associated with exactly one BS. 

Depending on the value of ‌, this optimization problem guarantees different fairness criteria in the user 
association. 

Lemma 1. When ‌ π, Ὗ ὼ ρ and the optimization problem is equivalent to the network sum-rate 
maximization problem. When ‌ᴼρ, Ὗ ὼ converges to the proportional fair utility function as ὰὭά

ᴼ
Ὗ ὼ

ὰέὫὼ and the optimization problem falls into network sum-log-rate maximization, also known as proportional 
fairness user association. As ‌ᴼЊ, Ὗ ὼ approaches max-min fairness utility function and the optimization 
problem is equivalent to max-min fairness user association. 

Proof. Proof can be found in [RS14], Section 2.2.1.           ƴ 

In the following, we will focus on ‌ᶰπȟρ, widely used in the literature [DL16], [AA19a-b]. 

3.3.4. Proposed Transferable User Association Policy 

Taking into account the targeted optimization objective, we derive in this section an adaptive association policy 
capable of solving the user association problem regardless of the location and the number of UEs in the network. 
The desired policy must be able to adapt to the departure or arrival of UEs from and in the network, as both 
events have an impact on the optimal user association. To do so, we propose to construct a transferable policy 
neural network architecture, invariable with the number of UEs, which can be efficiently trained and then 
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transferred to any UE that arrives in the cell. ¢Ƙƛǎ ǇƻƭƛŎȅ ƭŜǾŜǊŀƎŜǎ ¦9ǎΩ ƭƻŎŀƭ ƛƴŦƻǊƳŀǘƛƻƴ ŀƴŘ Ǉƻǎǎƛōƭȅ Ǝƭƻōŀƭ 
information, e.g., from a central controller, which without loss of generality we can assume to be collocated with 
the MBS, to optimize the association decisions using a MARL framework. 

 

 

Figure 3.3-3 ς UE association policy network architecture (PNA). The model is the same for UEs from ρ to K. 

General framework 

In this section, we provide a general description of the PNA, whose component design details will be specified in 

the following Section. For now, let us denote by ἷ ὸ and ἷ ὸ the local and global observation of UE Ὦ 

respectively. ἷ ὸ ŎƻƳǇǊƛǎŜǎ ǘƘŜ ǎŜǘ ƻŦ ƳŜŀǎǳǊŜƳŜƴǘ ǎƛƎƴŀƭǎ ŘƛǊŜŎǘƭȅ ŀŎŎŜǎǎƛōƭŜ ǘƻ όƻǊ ƳŜŀǎǳǊŀōƭŜ ōȅύ ǘƘŜ ǳǎŜǊΩǎ 

device. Instead, depending on the optimization objective and constraints, ἷ ὸ embeds higher-level information 

(macro observations), which can be collected and forwarded to UEs by the central controller. Then, in our 

proposed framework, each UE starts by building its local state encoding Ἵ ὸ Ὢἷ ὸ  and global state 

encoding Ἶὸ Ὢἷ ὸ  using differentiable and learnable functions Ὢẗ and Ὣẗ1 (i.e., functions with 

learnable parameters like NNs). Next, the local and global state encoding are combined together to form the 
agent context encoding Ἣὸ using a combiner function Ὤẗ. The role of this combiner function, which is also 

chosen to be differentiable and learnable, is to build UE context understanding vector, as a representation of its 
local and global observations. Now, given the context vector Ἣὸ, the goal of the learning agent Ὦ at each time 

 

1 One can view this process as a filtering stage, which consists in building a state representation of the input 

observations. 
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instant ὸ, is to define an association probability vector Ἰ ὸ ὴȟȟȣȟὴ ᶰπȟρ with В ὴȟᶰꜝ ρ and 

ὴȟ π for all Ὥɵ ꜝΦ ¢ƘŜƴΣ ¦9Ωǎ ŀŎǘƛƻƴ ὥὸ, which corresponds to a connection request towards the BS 

indexed by ὥὸ in ꜝ , is sampled from the distribution characterized by the ὴȟ. Thus, the learning problem 

here consists in deriving an association policy that optimizes the corresponding association probability vector 
Ἰ ὸ, so that sampling from it maximizes the network utility function Ὑὸ. Figure 3.3-3 describes the proposed 

tb!Φ bƻǘŜ ǘƘŀǘ ƛƴ ǘƘƛǎ ŀǊŎƘƛǘŜŎǘǳǊŜΣ ¦9ǎΩ ŀƎŜƴǘǎ ǎƘŀǊŜ ǘƘŜ ǎŀƳŜ ƳƻŘŜƭΣ ƛΦŜΦΣ Ὢẗ, Ὣẗ, and Ὤẗ are common to 
all UEs. This setting does not preclude UEs from taking different actions as they do not observe the same inputs. 
In contrast, sharing the parameters among UEs enables a better skill transfer since there is only a unique policy 
(in contrast to having one policy per UE as in [NZ18]), which can be efficiently and simultaneously trained with 
the experiences of all UEs in a MARL framework using PPO [JS17]. 

Proximal Policy Optimization (PPO). In a MARL system, agents learn by interacting with a shared environment 
by making decisions following a Markov Decision Process (MDP). In MDP, the action ὥὸ of an agent Ὦ in a given 

state Ἳὸ leads it to the next state Ἳὸ ρ and results in a reward ὶὸ. From the underlying experience 

Ὡὸ ἻὸȟὥὸȟὶὸȟἻὸ ρ , the agent learns its policy “ȟἿ ẗȿẗ, parameterized by w, the set of PNA 

parameters, where “ȟἿ ὥȿἻ  is the probability that agent Ὦ takes action ὥ in state Ἳ2, to maximize an 

accumulated long-term ‎-discounted reward Ὃ ὸ  В ‎ ὶὸ over an episode ς a new network 

deployment ς of duration Ὕ: 

“ȟἿ
ᶻ ÁÒÇÍÁØ Ὃ ὸȢ 

In our study, we consider the particular case of cooperative MARL [LB08], i.e., UEs share the same reward, hence, 
they are assigned to the same objective of maximizing the network utility function: ὶὸ Ὑὸ. Moreover, UEs 

also share the same policy, i.e., “ȟἿ  “Ἷ for all Ὦ. 

In general MARL, an agent has only access to a partial observation ἷ ὸ ἷ ὸȟἷ ὸ  of the actual state 

Ἳὸ, which is unknown, resulting in partially observable MDP (POMDP) [SO17]. Moreover, MARL is subject to 

non-stationarities due to simultaneous interactions of agents with the environment, which make the learning 
process more complex. In the literature, policy gradient algorithms are used to solve this problem [RSS18]. 

We use an actor-critic mechanism to iteratively update the policy parameters w to minimize the ‭-clipped 
proximal loss function: 

flἿ ÍÉÎ‒ἿὃȟÃÌÉÐ‒Ἷȟρ ‭ȟρ ‭ ὃ ȟ 

where ÃÌÉÐὼȟὥȟὦ ÍÉÎÍÁØὼȟὥȟὦ, ὃὥȟἷ   denotes the advantage estimator, which measures the 

advantage of selecting a given action in a given state, that we estimate using one step Temporal Difference error 

[RSS18]. ‒Ἷ
Ἷ ȿἷ

Ἷ ȿἷ
 is the probability ratio between the current and previous update. 

By introducing the clipping effect, PPO pessimistically ignores updates (possibly destructive) that will lead to high 
changes between policy updates. 

Hysteretic PPO. Note that in vanilla PPO, ‭ ‭. However, in multi-agent environments, an agent should not 
be pessimistic in the same way for both positive (‒Ἷ ρ) and negative (‒Ἷ ρ). In fact, due to the 
interaction of multiple agents with the environment and the common reward of the cooperative framework, an 
agent may receive a lower reward because of the bad behaviour of its teammates. This may cause the user to 
change its policy at the risk to misleading it. To overcome this issue, following the concept of hysteretic Q-learning 
in [LM07], we introduce hysteretic proximal policy optimization, where we use ‭ for negative updates and ‭ for 
positive updates, such that ‭ ‭. In this way, an agent gives more importance to updates that improve its 
policy rather than to ones that worsen it. This setting is particularly important when agents do not have equal 
ŎƻƴǘǊƛōǳǘƛƻƴ ǘƻ ǘƘŜ ǘŜŀƳΩǎ ǊŜǿŀǊŘ ŀƴŘ ŦƻǊ ŘŜŎŜƴǘǊŀƭƛȊŜŘ ƭŜŀǊƴƛƴƎΦ  

Notice that the association policy can be efficiently trained in a centralized way with the experience of all agents. 
In case a decentralized approached is envisaged, this can be obtained by leveraging the decentralized and 
distributed PPO approaches presented in [EW20]. 

 

 

2 Note that “ȟἿ ὥȿἻ ὴ ȟ, where ὴȟ is the association probability. 
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On Transferable Policy Architecture: PNA Components Design 

In order for the policy architecture to be transferable, an adequate design of the PNA components is required. 
Our objective, in fact, is to construct a policy architecture whose size does not vary with the number of UEs in 
the network, which is bound to change over time. In the following, we will describe the main components of 
PNA, including the contents of local and global observations, as well as the characteristics of encoding functions 
Ὢẗ, Ὣẗ, and Ὤẗ, which allow the transferability of the policy architecture. 

UE Local Observation Encoding. In this study, we assume that at each time step, each UE Ὦ can estimate the 
received signal strength (RSS) and the corresponding angle of arrival (AoA) w.r.t. its surrounding BSs. We denote 
with 233ȟ and EU a ,[02SM] ni sa ,revoeroM .ylevitcepser ,Ὥ SB .t.r.w Ὦ EU fo AoA dna SSR detamitse eht ȟ‮ 

receives an acknowledgment (!#+/.!#+) signal whenever its connection request succeeds (!#+ ρ) or is 

denied (!#+ π), which may happen due to the limited resources available at each BS (the fact that ὔ in the 

problem formulation is given and finite); we call this event a collision. Hence, we define the local state of a UE, 

ἷ ὸ, as follows: 

ἷ ὸ ὥὸ ρȟὙ ȟȟὙὸ ρȟ!#+ȟ233ȟ ᶰꜝ
ȟȟ‮ ᶰꜝ

Ȣ 

Here, Ὑ ȟ represents the achievable communication rate when UE Ὦ is associated with the BS indexed by 

ὥὸ ρ. 

Note that the size of ἷ ὸ does not depend on the number of UEs, in sharp contrast with [NZ18]. Then, we 

obtain the ὲ-dimensional local encoding vector Ἵ ὸ Ὢἷ ὸ , where ὪḊᴙ ᴼᴙ  is a neural network, and 

ὰ is the size of the vector obtained after the concatenation of the elements in ἷ ὸ. 

Remark 1 (Collision events handling). Note that collisions may occur when a BS receives more connection requests 
than it can support. In previous work on static user association [MS20], we severely discouraged collisions by zero-
rewarding UEs when collision events occurred; however, here, as the positions of UEs change from one episode 
to another, the collision management is considerably more complex. Agents have to learn that collision events do 
not only depend on their actions but also on their relative positions. To handle such a complexity, we consider a 
softer solution: when a collision occurs, the BSs send a NACK signal to notify UEs of collision, then each BS selects 
among the colliding UEs the best ones to associate with, according to their association probability. In this way, 
the reward of UEs is not severely zeroed and we directly relate the collision events to the training performance. 

UE Global Observation Encoding. After taking an action ὥὸ, the controller can encode for UE Ὦ some 

meaningful global state (i.e. macro) information ἷ ὸ such as the estimated position of UEs of interfering links, 

i.e., of active mmWave links, the load of each BS, etc. However, one has to notice that embedding more 
ƛƴŦƻǊƳŀǘƛƻƴ ŘƻŜǎ ƴƻǘ ƴŜŎŜǎǎŀǊƛƭȅ ƛƳǇƭȅ ǇŜǊŦƻǊƳŀƴŎŜ ƛƳǇǊƻǾŜƳŜƴǘ ŀǎ ƛǘ ŀƭǎƻ ƛƴŎǊŜŀǎŜǎ ǘƘŜ ŀƎŜƴǘΩǎ ǎǘŀǘŜ ǎǇŀŎŜΣ 
thus requiring more exploration to discover the intrinsic state/action relation at the risk of misleading the agent. 
In our scenario, we consider that the information about the actual rate perceived by each UE Ὦ and the position 
of the potential interferers of UE Ὦ, i.e., the set of UEs ﬞ ὸ, susceptible to impact the association decision of UE 

Ὦ through the interference resulting from their communications3. Hence, we define ἷ ὸ: 

ἷ ὸ ‟ ὼȟώȟὙ ȟȟὰɴ ﬞ Ȣ 

As ﬞ ὸ varies with time, constructing UE ὮΩǎ Ǝƭƻōŀƭ ǎǘŀǘŜ ŜƴŎƻŘƛƴƎ ǾŜŎǘƻǊ Ἶὸ  Ὣἷ ὸ  is very challenging. 

A naive solution to construct Ἶὸ is to first concatenate all elements in ἷ ὸ, resulting in a vector of size ά

σ ÃÁÒÄﬞ. Then, we obtain the local encoding vector Ἶὸ Ὣἷ ὸ , where Ὣȡᴙ ᴼᴙ  is also a NN. 

However, such an approach 

¶ has limited scalability, as the size of ἷ ὸ varies with the number of UEs, especially in the 

neighborhood, and  

¶ requires ordering elements prior to concatenation, preventing from transferability. 

 

3 Note that in this study, and for the sake of simplicity, we consider ﬞ  as the Ὧ-nearest neighbors of UE Ὦ 

however, solutions based on local interaction graphs can be considered, where potential interferers can be 
identified based on an interference threshold following approaches in Erreur ! Source du renvoi introuvable.. 
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Therefore, an efficient solution to the problem should be agnostic of the ordering in ἷ ὸ. Moreover, in order 

to build a scalable and transferable architecture, the size of Ἶ should be also independent of the length of ἷ ὸ, 

i.e., the number of UEs in UE ὮΩǎ ƴeighborhood. To satisfy these properties, we adopt ideas from the dot-product 

attention mechanisms developed in [AV17]. Considering this approach, let ἳ Ὣ ‟ , Ἱ Ὣ ‟ , and 

Ὣ ‟ , where ὫȟὫȟὫ Ḋᴙ ᴼᴙ  are also encoding functions (e.g., neural networks), and ἳ, Ἱ, and  

denote the key, the query and the value associated with UE Ὦ, respectively. For a given UE Ὦ, we compute for each 
UE in its neighborhood ﬞ  a weight (or score) ‌ȟ: 

♪ ‌ȟ ÓÏÆÔÍÁØ
Ἱἳ

Ѝὲ ᶰﬞ

Ȣ 

Here, ÓÏÆÔÍÁØẗ is the softmax function also known as the normalized exponential function. Let ♪

‌ȟȟὯᶰﬞ . The vector ♪ represents the interaction of UE Ὦ with its neighbors. Then, we compute the 

encoding Ἶ ōȅ ŀƎƎǊŜƎŀǘƛƴƎ ŀƭƭ ǾŀƭǳŜǎΩ ƛƴŦƻǊƳŀǘƛƻƴ ŦǊƻƳ ǘƘŜ ƴŜƛƎƘōƻǊƘƻƻŘ ŀǎ ŦƻƭƭƻǿǎΥ 

Ἶ ‌ȟ
ᶰﬞ

Ȣ 

Remark 2. This process can also be viewed as a message passing between UEs. In this case, UEs only need to 
exchange their queries and values with each other in the neighborhood. 

Remark 3. By construction, the size of Ἶ built as a linear combination of the  is invariable with the size of ﬞ . 

That is to say, whenever the number of UEs varies, there is no need to change the PNA. 

 

Now, once we obtain the UE local and global encoding vector, they are merged together to build its context 

understanding vectorȟ i.e., its perception of the radio environment Ἣὸ Ὤὂὸ ȟ where ὂὸ Ἵ ὸṥ

Ἶὸ. . This is done thanks to the combiner function ὬḊᴙ ᴼᴙ , which we consider here to be NN.  

Finally, note that the association policy can be efficiently trained in a centralized way with the experience of all 
agents or in a decentralized way, by leveraging approaches presented in [EW20]. To further make learning robust 
against the variability of the number of UEs over time, we introduce a UE dropout mechanism with rate ὴ, 
corresponding to the Bernoulli probability of a UE to be masked out in a given training episode, thus, appearing 
as non-existent in the cell for the others UEs. 

3.3.5. Numerical results 

In this section, we evaluate the effectiveness of our approach in different simulation setups. We assess both the 
impact of the learning parameters and radio environment dynamicity on the system performance. We also 
evaluate the zero-shot generalization capacity of the proposed framework and hence, its transferability. 
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Figure 3.3-4 ς Simulated TX/RX antenna gain radiation pattern for an array of 10 by 10 elements operating at 
28 GHz [RJM17]. 

 

Radio environment. In our simulations, we consider ὑ ρυ UEs randomly located in a bi-dimensional region, 
under the coverage of ὔ σ SBSs working at mmWave frequencies with a carrier frequency of 28 GHz, and one 
MBS communicating at 2 GHz. We assume that when UEs and SBSs communicate together, they use the same 
antenna radiation pattern obtained through the analog beamforming shown in Figure 3.3-4. In contrast, the MBS 
transmits via a 17-dBi omnidirectional antenna. In addition, we assume that the error in the estimation of the 
AoA follows a normal distribution with mean equal to 2°. In addition, in our simulations, we consider three types 
of service corresponding to an average data rate demand Ὀᶰυȟςππȟρυππ Mbps. We assume that the traffic 

request of a UE Ὦ is a random variable, which follows a Poisson distribution with intensity Ὀ Ὀ ὸ . 

Additional simulation parameters can be founded in Table 3.3-1. Note that we compute the path-loss constant 
as ὅ ὧȾτ“Ὢ , where Ὢ is the carrier frequency and ὧ σ ρπ ms-1 is the speed of light. 

UE action space. Since all UEs share the same policy network,  ꜝcoincides with the action space. In this way, we 
guarantee a fixed action space for all UEs irrespective of their positions. However, a UE Ὦ can only be associated 
with BSs in ꜝ Ṗ .ꜝ Accordingly, unauthorized actions or connection requests ὥὸᶱꜝ  are redirected 

towards the MBS, i.e., they appear as connection requests to the MBS. 

Learning parameters specification. We fixed the size of the encoding functions ὲ  ρςψ. All encoding functions 
are composed of only one hidden multi-layer perceptron (MLP) of ὲ neurons. The network parameters are 
optimized using actor-critic PPO [JS17], where both actor and critic comprise also one hidden layer with ςὲ 
neurons. All layers use a rectifier linear unit (ReLU) activation. We set the learning rate ‘ to ρπ and the 
discounting factor ‎ πȢφ. Unless specified, we empirically fix the clipping factors to ‭ πȢπρ, ‭ πȢυ, the 
time horizon to Ὕ  ςυπ and the dropout probability to ὴ  πȢωυ. Also, we limit the neighborhood of a UE 
to its Ὧ-nearest neighbors, where Ὧ ρυ. 

Benchmarks. As a comparison, we consider the same benchmarks as in [MS20], i.e., the Max-SNR algorithm, 
which associates UEs on the basis of links with the maximum SNR, and the centralized heuristic algorithm, which 
consists in associating UEs, starting from the links with the maximum SNR, and in an iterative way as long as it 
increases the network utility. Originally proposed in [PZ19], the centralized heuristic algorithm is shown to exhibit 
good performance, specifically in interference-limited network. Therefore, we use it as a baseline solution in lieu 
of the optimal solution, infeasible here, due to the network size.  

To assess the convergence performance of the proposed algorithm, we define ὶὸ Ὑ Ȣ  ὸ Ὑ Ȣὸ, 
which corresponds to the difference of the average reward over an episode reached by the proposed algorithm 
compared to the centralized heuristic approach. For sake of clarity, we plot the associated rolling average and 
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standard deviation on a ρππ-sized window, with a logarithmic scale on the x-axis. Also, unless otherwise 
specified, we represent on the histograms, the average performance over υππ random deployments of UEs. 

 

Table 3.3-1. Simulation parameters [MS20]. 

PARAMETERS VALUES (MACRO CELL) VALUES (SMALL CELL) 

CARRIER FREQUENCY, █▼ 2 GHz 28 GHz 

BANDWIDTH 10 MHz 200 MHz 

THERMAL NOISE, ╝  -174 dBm/Hz -174 dBm/Hz 

NOISE FIGURE 5 dB 0 dB 

SHADOWING VARIANCE 9 dB 12 dB 

TX POWER, ╟╣● 46 dBm 20 dBm 

ANTENNA GAIN, ╖□╪●
╣●  / ╖□╪●

╡●  17 dBi / 0 dBi (see radiation pattern) 

RADIUS, ╡   50 m 

BACK-LOBE GAIN  -20 dB 

PATH-LOSS EXPONENT, Ɫ▼ 3.76 2.5 

INTER-CELL DISTANCE  1.2  Ὑ 

 

Convergence Properties.  

Lƴ ǘƘƛǎ ǎŜŎǘƛƻƴΣ ǿŜ ŀƛƳ ǘƻ ŜǾŀƭǳŀǘŜ ǘƘŜ ŀƭƎƻǊƛǘƘƳΩǎ ŎƻƴǾŜǊƎŜƴŎŜ ǿΦǊΦǘΦ ǘƘŜ ŀŦƻǊŜƳŜƴǘƛƻƴŜŘ ƭŜŀǊƴƛƴƎ ǇŀǊŀƳŜǘŜǊǎΦ 

 

Figure 3.3-5 ς Effect of the hysteretic clipping factors on the convergence for network-sum rate maximization. 
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Effect of Hysteretic Clipping Factors on Convergence. Let us start by evaluating the impact of clipping factors ‭ 
and ‭ on the convergence. Figure 3.3-5 is obtained fixing ‌ π in the optimization function and Ὀ ὸ Њ for 

all Ὦ. It shows the evolution of ὶὸ in two settings: ‭ ‭ πȢς, corresponding to the setting of the vanilla 
PPO proposed in [JS17], and our empirically optimized hysteretic setting ‭ πȢπρȟ‭ πȢυ. We show that by 
simply introducing a hysteretic effect in the clipping factors, we notably improve the stability and the learning 
performance, reaching the same performance as the heuristic algorithm (as ὶὸ converges on average to zero). 

 

 

Figure 3.3-6 ς Global information impact on network convergence for network-sum log-rate maximizationȢ 

Impact of Global Information on Convergence. Here, we assess the add-on impact of the global information 

ἷ ὸ for the learning convergence. Figure 3.3-6 is obtained by fixing ‌ ρ and Ὀ ὸ Њ for all Ὦ and shows 

the evolution of ὶὸ when UEs have or do not have access to global information4. We can remark that ἷ ὸ 

can effectively help accelerate the convergence of the algorithm. However, after υ  ρπ episodes, the two 
curves eventually end up with the same performance. This last result comes from the fact that the information 

(i.e., ‟, Ὧᶰﬞ) carried on ἷ ὸ is also embedded in ἷ ὸ through the RSSI and Ὑὸ, although this information 

ƛǎ άŘǊƻǿƴŜŘέΦ .ȅ ǎŜǇŀǊŀǘƛƴƎ ŜŀŎƘ ǇƛŜŎŜ ƻŦ ƛƴŦƻǊƳŀǘƛƻƴ ƛƴ ἷ ὸΣ ǿŜ ŦǳǊǘƘŜǊ ƛƳǇǊƻǾŜ ¦9ǎΩ ŎƻƴǘŜȄǘ ǳƴŘŜǊǎǘŀƴŘƛƴƎΣ 

thus the learning speed. 

 

Policy Transferability Property 

To assess how transferable the proposed algorithm is, we consider training the PNA for a reference number of 
users, ὑ  ρυ and for fixed number of beams per BS, ὔ  σ for all Ὥ. Then, we evaluate the performance of 
the algorithm for different network deployments with a variable number of UEs ὑᶰρπȟρυȟςπȟςυȟσπ, 
ƛƴŎƭǳŘƛƴƎ ŎƘŀƴƎŜǎ ƛƴ ǘƘŜ ¦9ǎΩ ǇƻǎƛǘƛƻƴΦ 

Zero-shot Generalization Capacity. To evaluate the generalization capability of the proposed algorithm, we train 
the PNA to optimize the network sum-log-rate, i.e., ‌ ρ. 

 

4Note that here, the optimization is done for ‌ ρ; however, the same results applied to ‌ π. 
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Figure 3.3-7 ς Generalizability of the proposed PNA to different numbers of UEs. 

We remark that the proposed architecture can effectively and efficiently adapt to change in the number of UEs 
and the number of beams available per BS, without requiring additional training steps. Figure 3.3-7 is obtained 
with ὑ ρυ and ὔ σ for all Ὥ. In Figure 3.3-7 (a), we can see that when the number of UEs doubles w.r.t. the 
reference training point from ρυ to σπ, the proposed transferable a PNA exhibits a ρυȢυϷ increase in network 
sum-rate compared to the heuristic approach. Moreover, an additional feature of the proposed architecture is 
that even when the number of beams available per BS later changes, which impacts the collision events, the 
ŀƭƎƻǊƛǘƘƳ ǎǘƛƭƭ ŀŘŀǇǘǎ ǘƻ Ƴŀƛƴǘŀƛƴ ǘƘŜ ǎȅǎǘŜƳΩǎ ǇŜǊŦƻǊƳŀƴŎŜ. Indeed, in Figure 3.3-7 (b), where we evaluate the 
performance of the algorithms for different ὔᶰςȟσȟτȟυȟρπȟρυ, we can observe that as ὔ increases, implying 
less and less collisions since ὑ is fixed, the algorithm keeps outperforming the two benchmarks. When ὔ 

becomes greater than υ, i.e., В ὔ ὑ ρυ, there is no improvement in the sum-rate as there are enough 
beams to serve all UEs. 
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Figure 3.3-8 ς Performance w.r.t. network traffic. 

 

Performance w.r.t. Network Traffic. Now we evaluate the system performance w.r.t. network traffic. Here again, 
the PNA is trained for ὑ  ρυ to optimize the network sum-rate (‌ π. Figure 3.3-8 (a) shows the case of 
full-buffer traffic (i.e., Ὀ ὸ  ρ) and Figure 3.3-8 (b) the case of dynamic traffic. We remark that in case of full-

buffer traffic, the proposed method performs better than the two benchmarks but performs slightly worse than 
the heuristic algorithm when generalized to ὑ  ρπ and ὑ  σπ. However, when we consider the network 
traffic, the proposed transferable solution clearly outperforms the two benchmarks, yielding a ρπςȢρϷ and a 
φφȢφφϷ network sum-rate increase for ὑ  σπ, w.r.t. the max-SNR and the heuristic algorithm, respectively. 

3.3.6. Conclusion 

In this study, we investigated the problem of transferability of user association policies in dense mmWave 
networks. To this end, we proposed a policy network architecture and a learning mechanism that enable users 
to learn a robust and transferable user association policy. The latter is adapted to withstand the environment 
dynamics, including fast fading, evolving traffic requirements, and time varying number and position of UEs. Our 
proposed solution is based on deep multi-agent reinforcement learning, where agents trained by a centralized 
ŎƻƴǘǊƻƭƭŜǊ ƭŜǾŜǊŀƎŜ ¦9ǎΩ ƭƻŎŀƭ ŀƴŘ Ǉƻǎǎƛōƭȅ Ǝƭƻōŀƭ ƻōǎŜǊǾŀǘƛƻƴǎ ǘƻ ƻǇǘƛƳƛȊŜ ŀ ƴŜǘǿƻǊƪ ǳǘƛƭƛǘȅ ŦǳƴŎǘƛƻƴΦ ²ƛǘƘ ǘƘŜ 
proposed novel architecture, the learned policy has zero-shot generalization capabilities and can directly be 






































































