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Abstract 

Virtualization of computing and networking, IT-OT convergence, cybersecurity and AI-based 

enhancement of autonomy are significantly increasing the complexity of CPS and CPSoS. New 

challenges have emerged to demonstrate that these systems are safe and secure. We emphasize the 

role of control and emerging fields therein, like symbolic control or set-based fault-tolerant and 

decentralized control, to address safety. We have chosen three open verification problems we deem 

central in cost-effective development and certification of safety critical CPSoS. We review some 

promising threads of research that could lead in the long term to a scalable and powerful verification 

strategy. Its main components are set-based and invariant-based design, contracts, adversarial testing, 

algorithmic geometry of dynamics, and probabilistic estimation derived from compositional massive 

testing. To explore these orientations in collaborative projects, and to promote them in certification 

arenas, we propose to continue and upgrade an open innovation drone-based use case that originated 

from a collaborative research project in aeronautic certification reformation. 

Introduction 
From the 70s to the early 2010s, development of systems featuring real-time control of physics has 

been ƴŀƳŜŘ άŜƳōŜŘŘŜŘ ǎȅǎǘŜƳ ŜƴƎƛƴŜŜǊƛƴƎέ ƻǊ άŀǳǘƻƳŀǘƛƻƴέ. The embedded systems, e.g. defence 

systems, power plants, transportation vehicles, health care devices, etc., have reached over these 

decades high levels of complexity often measured by the size of embedded software (Klocs, Mlocs, 

etc.). Early on these embedded systems have featured networking aspects. First internally to connect 

the sensors, actuators, micro-controllers and mission computers, then externally by means of wireless 

communications. This outer-connectivity has recently blossomed with mobile devices and with the 

Internet of Things, also named Machine2Machine or Internet of Everything. 

Why then the emergence, by 2006-2010, of the άCyber Physical Systemέ ŀǇǇŜƭƭŀǘƛƻƴ to denote systems 

that seem identical to what has been developed so far in Operational Technologies (OT)? In other 

words, iǎ ά/t{έ some rebranding intended to cope with the latent perception that system engineering 

in general, and embedded system engineering in particular, are mature fields that no longer deserve 

to be in limelight? 

We start by analyzing ά/ȅōŜǊέ of ά/ȅōŜǊ-tƘȅǎƛŎŀƭέ. It is not ά/ȅōŜǊέ as meant by cyber of cyber-security, 

though cybersecurity admittedly is of prominent importance in CPS engineering. We support the 

opinion according to which some characteristics distinguish CPS from embedded systems and 

automation. We review some of them with safety and behavioral complexity in mind. Then, we 

propose three CPS engineering problems we think remain open for academic research and industrial 

practice altogether. They have always been, and still are, open problems for embedded systems and 

system engineering in general. However, with the consent of many, and occasionally huge, budget and 
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schedule overruns, system engineering managed to cope with them, and in the end to deliver good 

quality products and services. Based on three long lasting problems we chose among many other ones, 

we argue that the lag of engineering w.r.t. to product and operation complexity is likely to worsen 

significantly with CPS, and even more so with CPSoS. 

In the third section, we present an open innovation CPSoS end-to-end development use case initiated 

in aviation certification research by 2015-2018. We propose to continue collaborative research on an 

extended and refactored version, in search for solutions to the three selected open problems. They all 

focus on behavioral specification, design and verification. Finally, we present three groups of research 

work we deem have some potential to fill these three pointed gaps: set-based system engineering, 

geometric analysis of dynamics, and paradigm shift in safety engineering. 

1. What are Cyber-Physical Systems? 
A significant number of expert groups have addressed this question worldwide, for instance [P4C18] 

and [EF20] in Europe, yet without getting to consensus. We contribute some perspectives, motivated 

by certifiable autonomy and IT-OT convergence one side, by some feeling of under estimation on the 

other side. 

In the late 40s, the mathematician Norbert Wiener perceived the prominent role of feedback to 

understand the behavior of natural and artificial systems. He coined the term Cybernetics [Wie48]. He 

derived it ŦǊƻƳ ǘƘŜ ƎǊŜŜƪ άYǳōŜǊƴşǘƛƪŞέ, ǿƘƻǎŜ ƳŜŀƴƛƴƎ ƛǎ άǘƘŜ ŀǊǘ ƻŦ ƎƻǾŜǊƴƛƴƎέ. Since then, 

ά/ontrolέ Ƙŀǎ ǎǳǇŜǊǎŜŘŜŘ ά/ȅōŜǊƴŜǘƛŎǎέΦ IƻǿŜǾŜǊΣ άCȅōŜǊέ did not disappear whatsoever, as 

ǿƛǘƴŜǎǎŜŘ ōȅ άŎȅōŜǊ-ǎŜŎǳǊƛǘȅέ. TƘŜ ƳŜŀƴƛƴƎ ƻŦ άŎȅōŜǊέ seems to have shifted from άgoverningέ to 

some synonymous of άŘƛƎƛǘŀƭέ. 

In this paper, we promote the primal interpretation ƻŦ ά/ȅōŜǊέ, i.e. steering, governing, as the 

prominent feature of Cyber Physical Systems. This stance is helpful to understand why CPS engineering 

raises new challenges compared to embedded system engineering and IT system engineering. Control 

theory, fault-tolerant control, networked control, compositional control, symbolic control, and 

control-oriented safety are examples of the scientific and technological background we deem at the 

heart of safety critical CPS and CPSoS engineering. 

Digital real-time control has been key in the constant progress of embedded systems since the 80s. 

However, up to end of the 90s control engineering has been used on a physical domain per physical 

domain basis: mechanical control, electrical control, flight control etc. Multi-physics modeling and 

control (e.g. Modelica [Mod96]) has emerged recently, mainly necessitated by hybrid car design and 

enabled by Gbyte-RAM computers1. CPS enhance the multi-physics multi-control trend. With CPS, 

multi-physics control, also named generalized control, becomes the norm. Most importantly, it no 

longer remains local, as with embedded systems. It scales up to the global: from stamp-size SoCs up 

to smart cities, power grids or satellite constellations. 

1.1 The Control-Compute-Communicate trilogy 
One often defines cyber physical systems as systems where άǇƘȅǎƛŎǎΣ ŎƻƳǇǳǘŀǘƛƻƴ ŀƴŘ ŎƻƳƳǳƴƛŎŀǘƛƻƴ 

ŀǊŜ ƛƴ ƛƴǘŜǊŀŎǘƛƻƴέΦ ²Ŝ Ŧƻƭƭƻǿ ǘƘƛǎ symmetry-inclined line of thought. In the sequel, we subsume 

άtƘȅǎƛŎǎέ by ά/ƻƴǘǊƻƭέ. Control has historically developed as the science of governing physical devices 

(e.g. WΦ ²ŀǘǘΩs flyball governor). However, with software-based virtualization of some physical and 

hardware resources like networks and computers, control has also pervaded the digital. 

                                                           
1 Needed for the sophisticated computer algebra transformations of Differential Algebraic Equation systems 
(DAEs) into numerical integration programs. 
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άCŜŜŘōŀŎƪ ǎŎƘŜŘǳƭƛƴƎέ of millions of virtual machines over hundreds of thousands of cores, in other 

ǿƻǊŘǎ άcybernetics-ǎŎƘŜŘǳƭƛƴƎέ ƛǎ ƴƻǿ commonplace in cloud and edge computing architectures (e.g. 

Docker and Kubernetes2). Migration of safety critical command and control from dedicated servers to 

cloud-based platforms are underway for manufacturing, power generation, railway infrastructures, 

etc. (e.g. [DBC20]). In addition to infrastructure cost reduction, it aims at infinite and seamless 

ǎŎŀƭŀōƛƭƛǘȅΣ ŀƭǎƻ ƴŀƳŜŘ άŜƭŀǎǘƛŎ ƳŀŎƘƛƴŜέ ŎƻƴŎŜǇǘΦ 

Controlled execution and storage platforms originally developed for IT to support B2C, B2B and social 

networks, are being adopted for OT, highest criticality levels inclusive (.e.g. SIL4 in railway). In addition 

to permeating computing infrastructures, control, and as a matter of case decentralized distributed 

control, has permeated connectivity and more precisely virtualized 3networks. The sense-compute-

actuate loop has been introduced to adaptively manage traffic loads. What was formerly concrete and 

static, has become virtual, dynamic and controlled. Under the influence of the ongoing IT-OT 

convergence, the physical and the digital are now symmetrically under control ƻŦ ǘƘŜ άƎƻǾŜǊƴƛƴƎ ŀǊǘέ. 

Dynamic allocation of virtualized computing and networking resources introduces new timing 

variability sources and availability events, which in turn may necessitate application-layer adaptation 

to these executive-layer variabilities. What was formerly stratified and addressed at design-time may 

become coupled and addressed at run-time through resource-aware control. It necessitates new 

applicative-executive co-engineering techniques (as an example see [Dol17], for the linear control case 

or [Aub10]). 

Finally yet importantly, the Observe Orient Decide Act loop (OODA), that structures any supervisory 

level, is a control notion, a global governing structure applicable to any scale of integration: power 

grids, search & rescue systems, smart cities, crisis management systems etc. Control matters also for 

the IT & ISR4 side of CPS and CPSoS. The techniques we put forward in section 4 (4.1 and 4.3) are 

intended for both the IT side and the OT side of the safe & secure continuum needed by the IT-OT 

convergence. 

 

Figure 2 ς The CPS-CPSoS specificities w.r.t. to embedded systems and 

process automation. The governed-digital-physical continuum: symmetry 

of interaction between Control ς Computation ς Communication. Control 

here implicitly, like historically, encompasses the physical, and most often 

implies safety criticality. 

                                                           
2 Kubernêtiké again. 
3 Also named Software Defined Networks (SDN). 
4 Intelligence, Surveillance, Reconnaissance 
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We review the six interactions of the trilogy to underline where CPS and CPSoS depart from 

embedded systems. 

Computation for Control 

Sensing and signal processing have always been computation-intensive in embedded systems. Think 

of radars for instance. They have kept being so in spite of more than six decades of Moore law. Today 

the need for high performance computing (HPC) is still increasing, drawn as it is by the needs of AI-

based machine vision (CNNs, DNNs5Σ ŜǘŎΦύΣ ŀ άƳǳǎǘ-ƘŀǾŜέ for autonomous systems. Sensor redundancy 

(radars, LIDARs, cameras), sensor fusion, image and video processing, NN6 training and generalization, 

all have boosted the need for HPC to support the sensing part of control. 

Autonomous vehicles (cars, trains, tramways, drones, underwater autonomous vehicles etc.) critically 

depend on visual sensing and vision-based control, both highly computation intensive. We regard 

autonomous vehicles as embedded systems when considered in isolation, and as CPS, CPSoS or SoCPS 

when connected and coordinated. The control scope and its life-cycle management make the 

difference, as proposed in 1.2. 

Control for Computation 

This notion seems to have appear with low power (e.g. mobile devices) and data-centers (orchestrated 

virtual machines). In both cases, control senses the available resources and the load profile, to allocate 

the resources and schedule the tasks in compliance with the QoS and resource footprint objectives. 

Operation research algorithms optimize resource allocation. Consequently, timing analysis of the 

executive layer, key for control stability, has become significantly harder, and safety demonstrations 

in turn. 

Connectivity for Computation 

Parallel and distributed computing architectures are ubiquitous in CPS for sensing, Big Data, or to 

support coordination of entities ōȅ ƳŜŀƴǎ ƻŦ ǿƛǊŜƭŜǎǎ ƴŜǘǿƻǊƪǎ ό[¢9Σ рDΣ Χύ. Examples of connectivity-

intensive computation infrastructures are manufacturing plants of industry 4.0 or command and 

control of transportation infrastructures ό!¢aκ!¢/Σ ǊŀƛƭǿŀȅΣ Χύ. 

Control and Computation for Connectivity 

Virtualization of the network resources (Software Defined Networks) has paralleled virtualization of 

the computing resources. It has enabled optimized sharing of the physical resources to support 

transparency of technological heterogeneity and to support massive transfer services with high 

bandwidth variability. SDN relies on feedback scheduling, i.e. continuous sensing of the physical and 

logical resourcesΩ ǎŀǘŜǎ to adapt the configuration and the operating modes. 

Connectivity for Control 

A crane is a CPS and an embedded system7. We regard a (4-crane)-crane, i.e. four coordinated cranes 

that lift altogether a load whose weight is beyond their respective capacity, as a CPS that no longer is 

an embedded system. Collaborative cranes give just an example of collaborative missions. The 

equivalent for defense systems, NCW8, appeared in the 2000s. Swarms of coordinated drones is 

another typical example. Data-links, e.g. ADS9-B, CPDLC in aviation, LTE, 5G, RFID, and all types of 

                                                           
5 Convolutional Neural Networks, Deep Neural Networks 
6 Neural Networks 
7 We support the idea that the definition of CPS should extend that of embedded system, without excluding 
them from being (limit-ŎŀǎŜ ƻǊ άŘŜƎŜƴŜǊŀǘŜŘέύ /t{. 
8 Network Centric Warfare 
9 Automatic Dependent Surveillance-Broadcast, Controller-Pilot Data Link Communications 
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wireless communications have enabled design of collaborative systems that go far beyond mere 

interoperability, interconnection, remote monitoring, or remote maintenance. It has enabled 

collaborative control, whether centralized or decentralized. Thanks to generalized wireless 

connectivity, new physical hazards dependent on global control loops are being created at all scales of 

integration (tight-coupling) or interoperability (loose-coupling). 

We now review some CPS aspects where engineering is challenged. They motivate the three open 

problems and associated research tracks proposed in this paper. 

1.1.1 New challenges for the safe and secure 
In embedded system engineering, safety is mainly addressed as architectural mitigation of component 

failures, i.e. as fault-tolerance of reliability events. For CPS engineering, we deem necessary to address 

safety primarily as a controllability issue, controllability under disturbances and uncertainties [Lev12]10. 

Among the many disturbance sources, physically initiated component failures remain a major one. 

However, with software-intensiveness and connectivity-intensiveness, the flaws at system 

specification level, i.e. the risks of overlooked interaction failures at design time, tend to be a concern 

on par with that of component failures. 

 

Figure 3: pervasive control in IT-OT convergence ς CPS/CPSoS: software intensive and connectivity 

intensive systems and systems of systems 

We observe with some concern the headlong rush towards generalized connectivity and interaction of 

mobile devices, machines, vehicles, infrastructures, and people. Remote monitoring of physical 

installations, predictive and remote maintenance are among the main business drivers of this race, 

amplified by the Big Data and AI-Machine Learning promises. However, even with state of the art 

engineering, can we trustworthily verify such CPS and CPSoS? What is behavioral verification coverage 

for distributed physics, systems, and systems of systems?  

1.1.2 The logically separated over the physically shared  
The promise of virtualization in OT is cost reduction, facilitation of deployment over massive numbers 

of end-points, and better adaptivity όάŜƭŀǎǘƛŎ ǊŜǎƻǳǊŎŜǎέ). However, virtualization has major drawbacks 

for safety assurance. First, it complicates substantiation of execution integrity. Second, sharing 

multiplies the single points of failures where traditional engineering cautiously resorted to physically 

                                                           
10 N. Leveson uses the term « system-theoretic », while ǇǳǘǘƛƴƎ ŦƻǊǘƘ άŎƻƴǘǊƻƭ-ƭƻƻǇ ǎǘǊǳŎǘǳǊŜǎέΦ ²Ŝ ŘŜŜƳ 
άŎƻƴǘǊƻƭ-ǘƘŜƻǊȅέ ŀ ǘƘŜƻǊŜǘƛŎŀƭ ǎŜǘǘƛƴƎ ƳƻǊŜ ōŜƴŜŦƛŎƛŀƭ ŦƻǊ ǎŀŦŜǘȅ ǘƘŀƴ άǎȅǎǘŜƳ ǘƘŜƻǊȅέΦ .ƻǘƘ ŎƻƴǾŜǊƎŜ ƻƴ ǘƘŜ ŎƻǊŜ 
ƛŘŜŀ ƻŦ άǎǘŀǘŜ ƎƻǾŜǊƴŀƴŎŜέΦ 
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and digitally independent redundancies. Third, it pushes in open world what formerly was in closed 

world. It creates a surface of attack on the control-sensitive execution machinery. 

1.1.3 From mono-domain centralized control to multi-domain and distributed control 
It has been a long time since sensors have been shared and fused to augment observability. 

Collaborative observation is going a step further with CPS and CPSoS (e.g. sensor networks). More 

recent is joint actuation, joint control of different physical domains to the same end. Control here has 

to draw additional services from fault-tolerant distributed algorithms, for instance to resist packet 

drops or delays in distributed estimation problems (asynchronous reconstruction ƻŦ ŀ άǾƛǊǘǳŀƭƭȅ 

ǎȅƴŎƘǊƻƴƻǳǎέ Ǝƭƻōŀƭ ǎǘŀǘŜ from distributed local states). 

Classical control theory, either linear or non-linear, addresses the centralized synchronous case. CPS 

and CPSoS open new fields in control: the asynchronous distributed, centralized or decentralized 

cases11. Cybersecurity protocols, intermingled with collaborative control protocols, worsen the 

complexification induced by fault-tolerant distribution. 

1.1.4 Integration-based development .vs. specification-based development 
Reuse of COTS12 has soared in software and hardware engineering. IoT engineering is a matter of 

architecting the integration of existing software and hardware components in which there exists 

enough openness to customize their configuration and add new functionalities. Regarding mastery of 

safety, reuse induces limited modification capability on the components of a system. It may be a source 

of risk. This limited specification and implementation capability of άōƻǘǘƻƳ-ǳǇέ ŜƴƎƛƴŜŜǊƛƴƎ is, to our 

knowledge, a distinctive feature that delineates the frontier between systems and systems of systems. 

1.2 Why CPS, CPSoS, and SoCPS? 
It is acknowledged that in theory the concept of System of System (SoS) should not exist, but that in 

practice it does when the systems that compose the SoS keep their own goals and managements. In 

such cases, the ability to federate the component-systems to achieve the SoS goals is limited, which 

may be a source of risk when safety is concerned at SoS level, i.e. when there are hazards proper to 

interaction at SoS level. 

[Dan16] classifies the SoS by means of control type at inter-system levelΥ άŘƛǊŜŎǘŜŘέΣ άŀŎƪƴƻǿƭŜŘƎŜŘέΣ 

άŎƻƭƭŀōƻǊŀǘƛǾŜέΣ άǾƛǊǘǳŀƭέΣ and άŘƛǎŎƻǾŜǊŜŘέΦ ά5ƛǊŜŎǘŜŘέ ƛǎ ǘƘŜ ǎǘǊƻƴƎŜǎǘ control type (tight coupling) 

ŀƴŘ άŘƛǎŎƻǾŜǊŜŘέ ǘƘŜ ǿŜŀƪŜǎǘ. We follow the idea that the type of inter-system control is a 

discriminating characteristic to classify SoS, and propose a characterization of the differences between 

CPS, CPSoS and SoCPS along this line. Such a characterization is still a matter of debate; we do not 

claim to put forth a conclusive argument. 

First, what could be the difference between CPSoS and SoCPS? We suggest that if άCPέ is placed in 

prefix position it means prevalence. Thus, we interpret CPSoS as CP-SoS or CPS-oS, with the intended 

meaning that physics is globally controlled by the interacting component-systems. In that case, there 

should exist at least one control loop that spans over two component-systems or more, whatever the 

[Dan16] type of control in these loops. 

Conversely, So-CPS would mean that regarding physical control (.vs. informational control), all the 

loops are designed and properly managed within the component-systemsΩ ƭƛŦŜ-cycles. In other words, 

the goals at SoS level are informational, not physical. Control loops may exist at SoS level, but they 

                                                           
11 Control by means of multi-agent systems is an example of the asynchronous decentralized case. 
12 Lƴ ǘƘŜ ƎŜƴŜǊƛŎ ǎŜƴǎŜ ƻŦ άŎƻƳǇƻƴŜƴǘέΥ ŀ ǇǊƻŘǳŎǘΣ ŀ ǎƻŦǘǿŀǊŜ ƛǘŜƳΣ ŀ ƘŀǊŘǿŀǊŜ LtΣ ŀ ǎǳō-system, etc. 
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actuate exclusively digital resources. From a safety perspective, there should be no issue with So-CPS 

since the hazards are related to physical damage13, and the potential physical damages depend on a 

single component-system in spite of its communications with the other component-systems. 

Second, what could be the difference between CPS and CPS-oS? ¢ƘŜ ά-ƻ{έ ŘŜƴƻǘŜǎ limited capability 

of federating the component-systems in spite of existence physical-control loops that span over them. 

From safety assurance standpoint, this is potentially a dangerous situation. Contrary to the 

straightforward and common interpretation, we suggest that there should be no difference of scale 

between CPS and CPSoS14. A smart city, or a power grid may be regarded as a CPS and not as a CPSoS 

as long as a prime contractor, or any institution playing the same federating role, has the ability to 

master design and component-wise life-cycles wherever safety critical physics is governed. Global 

inter-system ŎƻƴǘǊƻƭ ƛǎ ƭƛƪŜƭȅ ǘƻ ōŜ ƻŦ ǘƘŜ άŘƛǊŜŎǘŜŘέΣ άŀŎƪƴƻǿƭŜŘƎŜŘέΣ or άŎƻƭƭŀōƻǊŀǘƛǾŜέ ǘȅǇŜǎ since 

safety-criticality is at stake. When there is too much independence between the development and 

lifecycle management of the component-systems, there is potentially a lack of behavioral consistency 

on the physical aspects. One may use CPS-oS instead of CPS to manifest weaker coherency 

enforcement on the components, safety-sensitive limitation on federating management. 

1.3 Synopsis 
We have proposed control, primarily of the physical but also of the digital, as a key characteristic of 

CPS, and physical control scope as an indicator to discriminate between CPS-oS and So-CPS. Whatever 

the scale of integration or interoperability, when physics is in interaction through the component-

systems, we propose to choose between CPS and CPS-oS according to the answer to the following 

question: at inter-system level, is control under control? 

What is at stake with the emerging digital society has been summarized in figure 4, that we have 

borrowed from [TCI21] and augmented slightly. We have supplemented the digital continuum with the 

governed digital-physical continuum, to manifest pervasive IT-OT control with all its shades of business, 

safety, and security criticality. We regard the informational-physical control continuum as a candidate 

central issue, if not concern, of the digital society underway. 

 

                                                           
13 The case would be different if safety were extended to business damage  
14 The concept of system is recursive and scale-invariant 
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Figure 4: A conceptual reformulation of figure 3, as an augmented version of the IT-centric view of [TCI20]. The continuum 

is Digital-Physical, IT-OT, the two components interacting through controlled or uncontrolled digital-physical influence 

networks. We have used the STPA graphical notation for control loops. Besides AI-Machine Learning, progress in distributed 

fault-tolerant and resilient control is needed to build a trustworthy digital society. Any accident is primarily ŀ ƭƻǎǎ Χ ƻŦ 

control. 

2. Three Open Problems in CPS Engineering 

We focus on three engineering problems we think are important to address the new IVVQ and safety 

engineering challenges that arise with CPS and CPSoS. They are all related to behavioral analysis. The 

ǊŀƛǎŜ ƻŦ ǊŜǿƻǊƪ ŀƴŘ άŜƳŜǊƎŜƴǘ ǇǊƻǇŜǊǘƛŜǎέ ŎƻǊǊŜƭŀǘŜŘ ǘƻ ǘƘŀǘ ƻŦ distribution and networked control 

motivates the first one. The lack of measures of behavioral verification coverage at system level is the 

second one. The third open problem is the widening fidelity gap between safety assessment models 

and system engineering models. 

AI-enabled autonomy in passenger transport is a game changer for CPS and CPSoS IVVQ. In case of 

accident and legal consequences, the balance of responsibility options between the faulty-machine 

and the faulty-operation will no longer be the same [Frz12]. We perceive some recent renewed interest 

for formal verification techniques on development of autonomous systems. A similar phenomenon 

occurred two decades ago with the advent of new cybersecurity threats in IT and open-world OT. In 

spite of the new scales of complexity addressed in section 1, leveraging formal specification, design 

and verification techniques at system level, primarily on safety critical control aspects, is the rationale 

that underpins the next three sections. 

2.1 Compositional verification & certification (Pb#1) 
In software engineering, modularity has been instrumental for scalability. Do we have any equivalent 

for CPS and CPSoS development, verification, and certification? 

On the system engineering side, the notion of functional chain is the standard approach to specification 

and unit system testing. On the safety assessment side, dysfunctional analysis relies on two standard 

methods:  

1. From the local to the global: identification of the component failures15, and analysis of failure 

propagation i.e. of ǘƘŜ άŎŀǎŎŀŘƛƴƎ ŜŦŦŜŎǘǎέ ƻǊ άŘƻƳƛƴƻ ŜŦŦŜŎǘǎέ όCa9/!16), 

2. From the global to the local: Boolean modeling of the causes (FTA17) of the macroscopic feared 

events identified by risk analysis. 

Both analyses are chain, tree, or DAG18 based, i.e. cycle-free. As explained in the previous section, CPS 

and CPSoS highly depend on control. They are cycle-intensive. Control loops are causality cycles not 

causality chains, trees or DAGs. 

Therefore, control is difficult to modularize because of this twofold cyclic nature: 

¶ Spatial: the data-flow dependencies between the control loop entities form a spatial cycle 

(sensors ->  controllers -> actuators -> plants -> sensors), 

¶ Temporal: these spatial loops compute state updates that are iterated over time, thus 

constituting temporal loops. 

                                                           
15 Random and systematic. For the latter (i.e. residual development faults, in other words development assurance 
failures), the initiators are prototypical representatives of unknown potential errors. 
16 Failure Mode Effect and Criticality Analysis 
17 Fault Tree Analyis : all the causes of a macroscopic feared event are asked by the safety norms to be 
represented by a Boolean combination of the anticipated possible component failures at meso- or micro-level. 
18 Directed Acyclic Graph 
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This space-time twofold cyclicity tightly couples ǘƘŜ ǎȅǎǘŜƳǎΩ functions and components over possibly 

deep spatial and temporal horizons. When one modifies some system, how to substantiate with strong 

arguments that one masters the space-time propagation effects without performing global regression 

testing campaigns? As one needs IVVQ facilities as close to the final implementation and operational 

context as possible for these campaigns to be valid, their cost are prohibitive. Hence the importance 

of synthetic environments and digital twin models. However, they are only partial answers to 

verification coverage of infinite and highly complex behavioral spaces. 

The situation worsens with distribution. The size of the global reachable state space to explore grows 

exponentially with the number of networked components, and with the size of their respective 

reachable state space19. The more distributed, the more illusory sufficient verification coverage by 

model simulation and on-target testing. 

We need disruptive methods of compositional IVVQ and verification-by-design to overcome the new 

scales of behavioral complexity. 

2.2 System verification coverage measures (Pb#2) 
Rework has tremendous economic impact and may result from many reasons. Insufficient behavioral 

analysis at specification, design and V&V time is a major one. How to decide verification coverage 

sufficiency at system level? 

 

Figure 5 ς We reuse this figure, while reversing the claim: 70% of system cost stems from loose system 

specification, which in turn leads to significant rework at software specification level. On software-intensive 

parts of systems, system and software specification may locally coincide. 

For the digital, i.e. hardware and software, there are two coverage measures, applied in order: 

                                                           
19 Size is cardinality for finite-state systems, and undefined for infinite-state systems (e.g. physical systems, 
software). Exponential growth surges from parallel products (input vectors, parallel composition) and worsens 
continuously from synchronous products to asynchronous products. 
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1. Requirement coverage: the operational, functional and organic requirements are numbered 

and stored in requirement databases. The verification test plan defines as many test cases as 

needed to exercise each of the requirements sufficiently. 100% coverage of the requirements 

is commonly required for the higher levels of criticality. This coverage measure is enforced by 

means of traceability links between the requirements and the test cases, 

2. Structural coverage: we anchor activation counters to the elements of the structure to record 

how many times the previous V&V activities have activated them. The aim is to detect the 

parts left inactivated after20 completion of the requirement-based testing campaign. These 

potentially ƴƻǘ άǘǊǳƭȅ ŘŜŀŘέ ǇŀǊǘǎ are regarded as sources of emergent properties, named 

unintended functions in aeronautic safety standards. 

Structural coverage analysis is a behavioral coverage analysis substitute. It is one of the most important 

rigor modulation means of the safety assurance standards for all industrial domains (e.g. the DAL-

dependent IC, DC, MC/DC coverage criteria). It is one of the most fundamental means of building 

trustworthiness for the digital. Even though nature solves variational invariants, nature is not a 

computer [Cop17]. At least we do not have access to instructions on which we could hook activation 

counters, we have no behavioral coverage substitutes. How to provide behavioral coverage measures 

for the physical, and for the governed physical? 

2.3 Safety assessment on high fidelity models (Pb#3) 
There is no need to add the complications of CPS w.r.t. embedded systems to encounter the third 

problem. It was identified for embedded systems by the early 2000s [Ake06]. Its first aspect consists 

in the split between functional safety engineering and safety assessment at modeling & analysis level. 

System Engineering (SE) uses behavioral modeling and simulation. Safety Assessment (SA) uses FMECA 

and FTA models21. For highly integrated software-intensive and distributed CPS we have questioned 

the validity of FTA models [Led20]. The fidelity of MBSA models w.r.t SE models, though better than 

C¢! ƳƻŘŜƭǎΩΣ ƛǎ ǎǘƛƭƭ ŀ ƳŀǘǘŜǊ ƻŦ ŎƻƴŎŜǊƴ22. The situation is worsening with CPSoS. TƘŜ άǊŜŀƭƛǘȅ ƎŀǇέ is 

widening. 

The second part of the model fidelity problem is a matter of risk analysis mindset. We follow [Lev11] 

and support the system-theoretic approach to risk analysis. We privilege the term άŎƻƴǘǊƻƭ-ǘƘŜƻǊŜǘƛŎέ 

to that of άǎȅǎǘŜƳ-ǘƘŜƻǊŜǘƛŎέ because we intend to draw more from control theory than from general 

system theory (c.f. 4.1 on control invariants and 4.2 on observability). The basic view is the same: 

analyze accident risks primarily as control losses. Function/component losses or malfunctioning are 

causal factors of control losses. 

                                                           
20 As opposed to during. There is no structural coverage goal. The goal is detection of the possible useless 
implementation ǇŀǊǘǎΦ ¢ƘŜȅ ŀǊŜ ŘŜŜƳŜŘ ǘƻ ŎƻƴǎǘƛǘǳǘŜ Ǌƛǎƪǎ ƻŦ ƘŀǊƳŦǳƭ άŜƳŜǊƎŜƴǘ ǇǊƻǇŜǊǘƛŜǎέΦ ¢ƘŜ Ǝƻŀƭ ƻŦ 
structural coverage analysis is not structure activation by any means. 
21 On average in industry, as of writing this paper. Safety assessment may also resort to Model-based Safety 
Assessment (MBSA), to Monte Carlo Markov Chain estimations, etc. [Bou08]. 
22 For instance, synchronous abstraction generates causality cycle errors in SA models because of the twofold 
cyclic nature of control. 



11 

CPS Engineering : Gap Analysis and Perspectives 

Submitted to LITES journal, Leibniz Transactions on Embedded Systems, special issue on Distributed Hybrid Systems- 2021 

 

 

Figure 6 ς System safety as control game. Three types of internal adversaries (integrity safety) are represented on the 

lower half. TƘŜ ŎƻƳǇƻƴŜƴǘ ŦŀƛƭǳǊŜǎ ŀƴŘ ǘƘŜƛǊ ŀǎǎƻŎƛŀǘŜŘ άŘƻƳƛƴƻ ŜŦŦŜŎǘǎέ ŀƴŀƭȅȊŜŘ ōȅ Ca9CAs constitute the prominent 

contributor. Among the external άŀŘǾŜǊǎŀǊƛŜǎέΣ Ƴŀƴȅ (unintended or intended) human errors, and many unfavorable 

environmental conditions (SOTIF). The six sources interact with the nominal behavior (first 6-fold parallel product), and 

superpose with one another (second type of parallel product). The grey area notionally represents the part of disturbed 

behaviors that remains controllable by the FDIR23 and control players (controllability domain). Only low-order 

disturbance superpositions can stay in the controllability domain. 

Component failures and the ensuing failure propagations remain a major source of potential 

control losses. For instance on a medium-size aircraft one counts about 6500 component failure 

modes handled by crew and/or maintenance. However, inter-system specification flaws and 

human factor design errors are growing concerns. They lead to interaction failures, possibly 

without any component failure in the causal dependencies. Hence the crucial need of applying 

control-oriented risk analysis methods like STPA24 on CPS and CPSoS. It starts with control of 

safety-constrained states, not with local breakdowns, or with dubious causality-inverse modeling 

of accidents. 

 

Figure 7: the control game consists in keeping the state subject to the safety constraints within the green zone (the 

nominal), or at worst within the amber zone, i.e. the robustness zone where dynamics should stay thanks to the 

degraded modes and the FDIR mechanisms. Out of the FDIR controllability domain, tƘŜ ǎȅǎǘŜƳ ŜƴǘŜǊǎ άǊŜŘ ȊƻƴŜǎέ of 

the accessible state space, i.e. accidents of any kind of severity. Red means contract violation, not catastrophic effect. 

                                                           
23 Fault Detection Isolation Recovery 
24 System Theoretic Process Analysis 
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Safety assessment relies on FTA for DAL assignment, for single cause failure detection (order 1 minimal 

cutsets or sequences), and for feared event probability calculation. Originally conceived for structural25 

dysfunctional analysis, FTA has been progressively extended, in usage, to behavioral dysfunctional 

analysis. The characteristics of this extension are the following: 

1. Inverse mode: back from effects to causes, down from global to local, on the digital and on the 

physical, and on the twofold cyclic governed digital-physical, 

2. Set-based: the root event denotes infinitely many red-zone behaviors (initial conditions of the 

backward analysis), 

3. Abstract interpretation: software behavior and physical behavior are addressed qualitatively 

like in qualitative physics [Kle84],  

4. Dysfunctional: it decomposes global dysfunctional behaviors into interactions of more local 

dysfunctional behaviors, 

5. Boolean-definability: the interactions between the dysfunctional behavior-components are all 

representable in Boolean algebra, i.e. without time, sequence, values or cyclic dependencies, 

6. Completeness: all the combinations of initiators that may lead to occurrence of the top level 

feared event are claimed to be represented in the Boolean tree. In case of incompleteness, the 

root probability is underestimated. 

When used beyond the structural on CPS and CPSoS, this analysis is so άǇƻǿŜǊŦǳƭέ that its validity has 

been collectively questioned [Led20]. We need an alternative approach. How to work in direct mode, 

with behavioral modeling languages richer than Boolean combinational logic? How to take into 

account the system engineering high fidelity behavioral models in safety assessment? For the finite-

state case [Ake06] has explored some paths in that direction, fully and manually abstracting from the 

governed physical. How to limit manual creation of SA models to the situations where no system 

engineering behavioral models are available? 

On high-fidelity behavioral models developed by system engineering, we would need for safety 

assessment probabilistic quantification of: 

1. safety, mission reliability, and availability events, 

2. FDIR detection failures,  

3. FDIR recovery failures, 

4. Functional failures of IA-ML-based functions, 

5. And more generally of functional failures dependent on randomized algorithm or statistical 

estimations. 

As explained in 4.3, some solutions exist and are in practice [Gob13], [Mor16]. Notwithstanding the 

accelerated Monte Carlo methods, the scalability-fidelity trade-off for the systems addressed in 

section 1 remain an issue [Bou08]. We propose in sections 3 and 4 to explore compositional predicate 

abstraction of hybrid system models to go further [Mov13], [Slo13], [Bog14], [Bou15], [Sao18a], 

[Sao18b]. 

3. Bridging the Gap: the ҡҠ Open Innovation Project 

3.1 Why ҡҠΚ 
Does academic and industrial state of the art now enable us to engineer a small, yet representative, 

CPS/CPSoS exactly as we wished to? If one mobilizes the above mentioned theoretical background, the 

                                                           
25 Dependence network analysis, with loss and malfunctioning semantics of dependencies 
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available modeling languages and verification tools, can we get full mastery of the governed digital-

physical behaviors, at affordable price? 

Such an ideal CPS/CPSoS engineering we name it άҠ-engineeringέ. In spite of significant progress in 

hybrid system modelling, simulation, and formal verification, in spite of mature software and hardware 

development tools, we tend to consider that CPS/CPSoS engineering is still closer to h-engineering 

than to Ҡ-engineering. 

άµέ refers to άmicroέ. The ҡҠ project aims at reaching Ҡ-grade engineering on a µ-CPS/CPSoS, to start 

with, temporarily26 getting rid of the scalability constraints. The goal is to explore the most disruptive 

techniques that could potentially meet the three aforementioned challenges. 

3.2 The origins 

3.2.1 The Overarching Properties Work Group (OPWG) 

A joint EU-US group of avionics certification experts, academic researchers, software vendors and 

certification Authorities, has worked from 2015 to 2018 to design a new approach to system, software 

and hardware certification. To test the viability of this new assurance method, an open source use case 

named µXAV based on a άµ-aircraftέ that embedded three coupled systems has been used [Led17]. 

The ҡҠ project reuses the µXAV use case, and extends it. Its primary concern is now CPS engineering 

for any scale of system (from SoC to CPSoS), while keeping emphasis on safety engineering and cost-

effective certification.  

3.2.2 The Embedded France work group on safety norms  
Embedded France is a non-profit organization that represents the French CPS ecosystem w.r.t. to the 

French ministry of industry [EF20]. It coordinates a few work groups. One of them is devoted to the 

cross-domain comparison of system and software safety standards. When needed, it uses the ҡҠ use 

case to concretize issues debated on safety assurance principles.  

3.2.3 ¢ƘŜ άChaire ingénierie des systèmes cƻƳǇƭŜȄŜǎέ 
Founded by Ecole Polytechnique and THALES by 2003, this corporate sponsorship program aims at 

supporting research and education in CPS engineering. The ҡҠ open-innovation use case is meant to 

facilitate scientific collaboration between academia and industry on CPS engineering [ISC20]. 

3.3 The objectives 
The ҡҠ ǇǊƻƧŜŎǘ ƛǎ a collaborative attempt to identify state-of-the-art CPS engineering at minimum 

effort, without scarifying scalability analysis. The main focus is mastery of digital-physical behavioral 

complexity at affordable price for distributed, software intensive, safety critical and security critical 

CPS/CPSoS. We describe µXAV, the tiny CPS/CPSoS specified from 2015 to 2018. We give a status on 

its current development and present its planned evolutions. 

3.4 Overview 
µXAV is a pseudo-drone whose embedded system architectures are intended to comply with large 

aeroplane certification regulation (CS 25 [EAS20]). These architectures must be devoid of single point 

catastrophic failures. To meet this regulatory safety objective, duplex architectures, health monitoring 

and fault-tolerance mechanisms have been introduced. It is of course not the case on true drones for 

obvious reasons of weight, cost, and overkill w.r.t. the true applicable safety regulation. 

                                                           
26 The use case is « small » but end-to-end. Scalability will be addressed everywhere on two aspects: algorithmic 
complexity and staff learning curve. 
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AV stands for Air Vehicle, X for any kind of mission/purpose, and µ for micro as in ҡҠ. µXAV is a cargo 

drone that transport payloads. It embeds a multi-system that mimics generalized control (electrical, 

mechanical, and hydraulic). It is not representative of the kind of CPSoS reviewed in the first section. 

Addition of some features typical of SoS and structure varying systems is planned. 

The repository of the 2015-2018 collaborative project is available at 

https://github.com/AdaCore/RESSAC_Use_Case.  

It contains about 20 specification documents (operational, functional, architectural, safety), at two 

levels of refinement (layer0 and layer1), and a few (incomplete) models. 

3.5 The operational viewpoint 
µXAV is capable of autonomous and remotely controlled missions. Its systems ensure flight for a large 
domain of payloads, mission profiles and weather conditions. Range, max take-off-weight (MTOW), 
availability, mission reliability, and energy efficiency are the key performance indicators and values for 
the customer. Depending on the payload, on the environment conditions, and on load of the batteries, 
missions last from a few minutes to about 20 minutes.  

µXAV is a product-line. It supports variability domains on payloads, mission vignettes, internal 
architectures and operating procedures. 

The missions are composed of 7-phase sequences: pre-flight (mission preparation), take-off, climb, 
cruise, descent, landing, post-flight. Presently, tƘŜ ŘǊƻƴŜΩǎ ŘȅƴŀƳƛŎǎ ƛǎ ǎƛƳǇƭƛŦƛŜŘ. It is not a true hexa-
copter; flight mechanics is restricted to the 2D-(Distance, Altitude) vertical plane and pitch. The drone 
is a 3D mechanical body for 0D platform design (set-based dimensioning and trade-off analysis). But it 
flies and navigates in the 2D vertical plane. 

Mission preparation consists in defining the distance to travel, the cruise speed and the cruise altitude, 
the navigation mode and the navigation option. The navigation mode (A or RP27) defines whether the 
drone is autonomous, or guided by the ground station. The navigation option specifies the reference 
navigation parameter used by cruise regulation (speed, altitude, or energy minimization28). The 
continuous-time part of the dynamics is non-linear and switched, either by ground navigation 
commands, or by onboard fault tolerance reconfigurations. 

There are no intermediate waypoints, and no air separation aspects, yet. Simple air separation 

constraints will be introduced with the SoS extensions (see §3.14). When too many failures or too 

disturbing environmental conditions occur, the ground station operator or the drone safety monitors 

can trigger emergency landing.  

Emergency landing plays the role of the High Assurance Controller (HAC) defined in the simplex design 

pattern [Wan13]. It aborts the mission and performs a vertical landing that should preserve the 

ǇŀȅƭƻŀŘ ŀƴŘ ǘƘŜ ŘǊƻƴŜΩǎ ƛƴǘŜƎǊƛǘȅ. The mission management, energy management and flight control 

functions jointly play the role of the High Performance Controller (HPC). Mission Management depends 

on a battery charge predictor and on a range predictor developed by Machine Learning. µXAV supports 

µ-experiments on certification of trustable embedded AI. 

For more details, see the functional specification documents on [RES18]. 

                                                           
27 Autonomous (A), Remotely Piloted (RP). Remotely Guided would be more appropriate as remote short-term 
control of the drone, i.e. piloting, is impossible. 
28 Named low-power in IoT. 

https://github.com/AdaCore/RESSAC_Use_Case
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3.6 The physical viewpoint 

 

Figure 8 ςPhysics of the drone (platform) and of its five systems (mechanical, electrical, hydraulic, 

mission management, connectivity management) 

Physical engineering at platform level comprises: 

1. 3D (steady) or 4D (unsteady) modelling and simulation, to solve the partial differential 

equations (PDEs) of structural mechanics, fluid mechanics, electromagnetism, thermal 

transfers, etc29, 

2. 0D (steady) or 1D (unsteady) modelling and simulation, to solve the ordinary differential 

equations (ODEs) or the differential-algebraic equations (DAEs) of electrical circuits, hydraulic 

circuits, multiple body dynamics etc30. 

The 3D-4D engineering defines and optimizes the mechanical shapes of the drone to meet a set of 

objectives that condition mission performance. For instance, it computes the temperature field within 

the equipment and payload bays, conditioned by the cruise speed, the cruise altitude and the 

temperature of the atmosphere. This dynamic temperature field in turn partially conditions the battery 

ƭƛŦŜ ŀƴŘ ǘƘŜ ŘǊƻƴŜΩǎ ŀutonomy: from ~20 mn full charge hot conditions to ~10 mn full charge cold 

conditions, everything else being equal. It also affects the ŜƭŜŎǘǊƻƴƛŎ ŎƻƳǇƻƴŜƴǘǎΩ ǊŜƭƛŀōƛƭƛǘȅ and the 

ŜƭŜŎǘǊƛŎŀƭ ƳƻǘƻǊǎΩ durability.  

Given the platform design parameters (size, weight, bay capacities,Χύ ǎǳǇǇƭƛŜŘ ōȅ 3D-4D engineering, 

0D-1D engineering selects the system components and predicts mission performances. The other way 

around31, given a target performance domain, it computes the needed component and platform 

characteristics to meet the mission objectives. 0D-1D engineering is performed iteratively in two ways: 

first to identify the performance targets and to make a start on the component characteristics. Second, 

after detailed platform and system design, to refine the performance estimates. 

                                                           
29 Physics of fields and waves 
30 Reticulated physics, i.e. multi-domain energy circuits. 
31 Inverse problem. 
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Figure 9 - OǾŜǊǾƛŜǿ ƻŦ ǘƘŜ ҡҠ ǇƘȅǎƛŎŀƭ ŜƴƎƛƴŜŜǊƛƴƎ ǇǊƻŎŜǎǎΦ Lǘ ƛƴǘŜǊŦŀŎŜǎ ǿƛǘƘ ǘƘŜ ǇƭŀǘŦƻǊƳ CƛƴƛǘŜ 9ƭŜƳŜƴǘ aŜǘƘƻŘ όC9aύ 

calculations but does not address this part. Two rounds of 0D-1D analysis: 1) defining the objectives, 2) checking they 

are met, for a product-line configuration domain. 

The ҡҠ project addresses the 0D-1D engineering process and its way to interface with the 3D-4D one 

by means of Reduced Order Models (ROMs), surrogate models, ANNs32, or empirical formulas. In table 

1, we give the platform design parameters, whether they participate to the product-line variability 

domains, and their influence on the performance indicators. 

Sizing 
Parameters 

Product-line 
Variability 

Influences Platform Performance 
Indicators 

System Performance Indicators 

height, width, 
depth 

yes drag, mass, bay 
volumes 

cross-section, Cx 
usable volumes 

maximal range (conditioned by 
payload and weather condition), 

take-off and landing safety 
envelopes 

material density yes empty mass calibrated weights maximal range, 
flight level, speed limit 

(conditioned by payload and 
weather condition) 

equipment-bay 
volume 

yes 
3D-layout 

pass/fail on a set of 
equipment configurations 

pass/fail on a set of mission 
objectives  

payload-bay 
volume 

yes 
3D-layout 

pass/fail on a set of 
payload configurations 

pass/fail on a set of mission 
objectives 

cooling air inlets 
no 

inner 
temperature field 

cooling flow chart 
(conditioned by operating 

point and weather 
condition) 

temperature-sensitivity chart on 
a predefined set of missions 

Table 1 ς Platform modification parameters and associated effects 

  

                                                           
32 Artificial Neural Networks. 


