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EXECUTIVE SUMMARY

In recent years, Cyber Physical Systems (CPS) technologies have become a game changer in strategic sectors
such as Automotive, Energy ahdiustry Automation, where Eape is a world leadelCPS4EU is an European
project, aiming at developing enabling technologies for CPS, encompassing various vertical uses cases.

The Workpackage 2 of CPS4EU deals with the communication aspects of theo@RSphysical system can
be connected efficiently and securely to a network, in the context of emerging technologies, as Internet of
Things (l1oT) and 5G.

This report is the first report of WP2, task 2.1, dealing with the specification and architecfutkeo
communication modulesRart of these communications modules will be developed in WP2 and later integrated
into WP6 into the prentegrated communication platform. However, CPS communications may request tough
characteristics that cannot be se@ith nowadays communications ¢gms. As a result, the WP2 has also the
mandate to studies innovative solutions to meet these tough requirements, in line with 5G development in 3GPP.

Consequently, this report presents on one hand the requireménts LJG dzZNER FTNRY adza &t OF 4Sa¢
least the one available at the time of this document; then it summarizes what could be done with nowadays
technologies (4G or early 5G solutions). In addition, it presents the assumptions and initial ideasvofkkhe

undergone in task 2.2, dealing withese prospective studies, including an introduction to the DSP framework

that could support the prototyping of some of these prospective ide#kin task 2.3

From theearlyrequirementscollectedfrom other workpackages, weerivedthe highlevel requiirements of the
communication modules to serve a maximum of use cdsappears that single radio modem cannot meet all
the requirements. For instance, depending on use cases, very low data rate could be guomghewhile for
others, high data ratesia must. As a result, CPS communication systéras to address multiple modems, that
could be then integrated into a pr@tegrated architecture board, which is the objective of WP6.

The reportperformed a quick grvey of existing technologies. It appsahat 4G is a good starting point since it
proposes a framework meeting most of the requirements, thanks to the various LTE categories. However, for
most stringent requirements, such as low latency, time deterrtimisommunication, 4G is somehow limited

and WP2 has to work on building blocks, enabled by 5G to fulfil the complete set of requirements expressed by
verticals. This report proposes three axis of research for WP2, investigating Time Sensitive Netwétking,

and a DSP framework and developmh@ow that could combine communication and Al processing.

This report has therefore set the scene for WP2, highlighting early requirements from verticals about
communication, proposing short term solution to memipost of these requirements and long terresearch
activities to propose solution for tightest requirements.

Update of the report will be provided in Q4 2020 to better capture requirements from vefgoahing from
WP6, WP7, WP8, WP9, since these requiets elicitation is still work in progss at the time of this deliverable)
and status from 5G development in the standaadiion forum.
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1 INTRODUCTION

1.1 PURPOSE

This report is the firstreport of WP2, task 2.1, dealing with the specification and architecture of the
communication modules. Part of these communications modules will be developed in WP2 and later integrated
into WP6 into the prentegrated conmunication platform. However, CRBmmunications may request tough
characteristics that cannot be sed@ith nowadays communications systems. As a result, the WP2 has also the
mandate to studies innovative solutions to meet these tough requirementsiéniith 5G development in 3GPP.
QyaSlidsSyidtes GKAa NBLER2NI LINBaSyda 2y 2yS KIyR GKS
least the one available at the time of this document; then it summarizes what could be done with nowadays
technologes (4G or early 5G solutions).dddition, it presents the assumptions and initial ideas of the work
undergone in task 2.2, dealing with these prospective studies, including an introduction to the DSP framework
that could support the prototyping of somd these prospective ideasithin task 2.3

1.2 DEFINITIONS, ACRONYMS, AND ABBREVIATIONS

Acronym/ o
abbrev?/ation Description
3GPP 3rd Generation Partnership Project
ADC Analog to Digital Converter
Al Artificial Intelligence
API Application Programming Int&ace
CCSK Cyclic Code Shifteying
CoMP Coordinated Multipoint
CPS Cyber Physical System
CSl Channel State Information
D2D Device to Device
DSP Digital Signal Processor
EPC Evolves Packet Core
FEC Forward Error Correction
FPGA FieldProgrammable &te Array
gNB NextGeneration Node B
HSS Home Subscriber Server
loT Internet of Things
LDPC Low Density Parity Check (codes)
LTE Long Term Evolution
LTEM Long Term Evolutiog Machine Type Communication
MAC Medium Access Control
MME Mobility Management Entity
NAS Non Access Stratum
NB (codes) NonBinary codes
NB-loT Narrow Band loT
OAlI Open Air Interface
PDCP Packet Data Convergence Protocol
PHY Physical Layer
PIARCH PrelIntegrated Architectures
QoS Quality of Service
RLC Radio Link Contto
RRC RadioResource Control
S+RGW Serving/Packet GateWay
SCTP Streal Control Transmission Protocol
SPI Serial Peripheral Interface
UART Universal Asynchronous Receigansmitter
UE User Equipment
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URLLC Ultra Reliableand Low Latency Communicat®

usB Universal Serial Bus

UTRA Universal Terrestrial Access Network

V2l Vehicle to Infrastructure

V2X Vehicle to Everything

X2AP X2 Application Protocol

TSN Time Sensitive Networking
D2.1Specification and CPS4EQPUBLIC 7/38
Architecture of the This project has received funding from the ECSELUnd#rtaking JU) under grant agreement

Communication Module No 826276



2 REQUIREMENTS FROM VERTICAL

This section captures the higbvel requirements with respect to communication aspects coming from other
WPs, mostly WP6, WP7 and WR8the CPS4Edroject plan, the first delivery of use case waraickages is
planned for February. This deliverable cajgthe available requirementst Q42019, if new requirements arise,
they will be captured in a updated version of this report

2.1 REQUIREMENT FROM WP6 AND WP7

2.1.1 Highlevel needs from the automotive use case (WP7)

WP7, the automotive use case, aims to demoatgrseveral features and technologiéor next generation cars,

mainly:
w Autonomous driving level 4 and the related technologies for perception, localization and human
machine interfacing,
w Added value of secure V2X communications,
w Digital twin simulation fovalidation.

This sectionwillfochs 2y GKS a&aSOdzNBE H- 02YYdzyAOlI GA2yaé LI NI 27
demonstrate the added value provided by secure V2I (Vehicle to Infrastructure) communicédiofisctional

chains such ableath and Usage Monitoring Systems, @Wee-Air updates and interaction with 10T objects.

These demonstrations require a connectivity subsysteigurel) providing the éllowing features:

w Various LTE communication capabilities (MIENBIOT, Cat. 4), for the commumitton between

the vehicle and either the cloud or nearby I0T obje&& could also be considered during the
second step of the project,

Wi-Fi and Bluetootltonnectivity, for multimedia applications,

Access to the embedded network of the vehicle, in tlaisecan Ethernet backbone,

A secure gateway for the communications between the trusted embedded network and the non
trusted infrastructure.

€ €€

Infrastructure (Aoud, 10T)

Multi-technology gateway

@ @

LTEGat. 4 LTEM  NB-loT Secure Embedded
gateway _@_ Ehernet network
@

WiF  Bluetooth

;
cElr»

Figurel. Connectivity subsystem of the automotive use case

This connectivity subsystemiwt f ©6S AYGS3INF SR dzFXiBANLEKS RGN APKE OFOG xiaN

in WP6.
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2.1.2 Connectivity Prelntegrated Architecture (WP6)

The purposeof Prelntegrated Architectures (hereinafter PIARCH) proposed in CPS4EU is to facilitate the
integration of CPS building blocks into final systems.

The first objective is to help technology providers having a better understanding of industrial integration
contexts. To this end, PIARCHSs will propose an abstraction of these contexts, such as required inectadgs, s
features, mechanical constraints, etc.

The second objective is to enable a reusability of the integration work, by separating the intagvatio specific

to a building block, to the integration work specific to the final system or applicatiois. iitermediary
integration work, which we call prmtegration, will be associated with tools for the integration, configuration,
and validation othe PIARCH.

The Connectivity PIARCH led by Thales Research & Technology focuses on the integratiorctifitpand
security modules. It will address the needs of WP7 but is meant to be usable for other projects #switebe
composed of:

w A cental board with WAFi and Bluetooth connectivity and a genepalrpose OS
w A highperformance LTE module (C4).from WP2,
w A lowpower LTE module (Cat. M1, Cat. NB1) from WP2, that would ideally make usepaflew

processors such as ARM Corhd4,

w Duringthe second step of the project, a 5G/URLLC module could be added,

w A secure OS (Trusted Execution Environinfemtcybercritical services, such as a gateway between
an embedded Ethernet network and a ntmsted wireless environment,

w Tools for utilizing ta PIARCH, e.g. a tool for configuring network parameters from aléwgh

model.

The integration work perfaned for each module can be used separately, or the PIARCH can be used as a pre
integrated subsystem.

High-performance LTE Low-power LTEcommunication
communication module (Cat. 4) module (Cat. M1, Cat. NB1)

Central board
@)
WiH
Trusted
((( ))) GPOS(Linux) || Execution —@ Bhernet
I Environment
Bluetooth

Figure2. A represatation of the onnectivity PIARCH

2.1.3 Requirements for WP2

As was described above, there is a need in WP6 Vior different communication modules, one for high
performance applications, and the other for lqgower applications. Each has different interface requirements.
In Figure2, we represented them as two physically separated modulasthey could be aggregated into one
communication module (one board), as long as they can be accessed separately. If no dedicated bmad®ds p
by WP2, we at least need an evaluation board for theiptegration.

In the following subsections, we githe current requirements for the connectivity PIARCH of WP6.
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2.1.4 Highperformance module

Required Preferable Nice to have in addition

Supported technologies| Cat. 4

Interfaces At least UART interface| Ethernet interface USB and UART interfaces i
addition to Ethernet

Drivers Linux drivers

2.1.5 Low-power module

Required Preferable Nice to have in addition

Supportedtechnologies | Cat. M1, Cat. NB1

Interfaces At least UART interface| SPI interface UART and USB interfaces in
addition to SPI

Drivers Linu drivers CortexM4 drivers with C API

2.2 REQUIREMEISFROMNDUSTRIAL MANUFACTN®&

The requirements of this section come from CPS4EU WP8.

2.2.1 Use Cases communication needs

Leonardo is a partner of major civil aircraft programs in Europe and in North Ammacafactures for world

players such as Boeing, Airbus, Bombardier, ATR, LockhelddiMay @ ! a | . 2SAy3 aidNI i§S3A
I SNRPAGNHzZOGdzZNB 5AOAaAz2y RS@GSt21LJa YR YIFydzZFlI OGdz2NBa | 62d
Three Use Cases will be developedinLétRa2 Q& LJ | yi Ay DNRBGGOFIEAS 6KSNB 6S Y
d42yS LINEOS FdmIStF3ISET + tFNBS FyR O2YLX SE OIFINb2y FAO
technologies.

Leonardo will use its own ICT platform to support the developmentsef cases (ie. for storing data collected

from sensors/machines, dashboards, uggerfaces, etc.). Through the CPS4EU project, such platform will be
enriched and complemented by modules, tools and architectures coming from the CPS4EU project.

In those hdustrial automation use cases we have communication scenarios:

1 Deviceto device(e.g. UC3: vacuum and drill need to exchange information on their position)

1 Device to Data Center(e.g UC5: monitoring of process parameters i.e Pressure, durations,
temperatures, humidity, geometry of the product; data collection from field for laterlgsia; analysis
of big amount of data and the statistical correlations between variables need to be performed in real
time are to be monitored in order to take control decissoand correctly stamp form the part; UC4:
feeding of sensor data into the pretien model (for the entire trimming duration)

1 Data Center to devicée.g UC4: real time application of the quality prediction model and the setting of
tool parameters, with theim to reach the best final quality trimming; )

2.2.2 Communication requirements

Tothis extent, we envisage the need of a communication gateway to address the following needs:
1 Monitoring
1 Data collection
1 Supervision and control.

The communication gateway shaolsatisfy the following requirements:
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1 Security: support for mutual authenticatin (also for the communication devite-device), data
integrity and confidentiality, intrusion protection from cyber attacks, d@athpering.

1 Throughput/bandwidth ability to sipport high rate transmission of large amount of data at for

monitoring purpose (including images).

Low latencysupport for realtime control of production machines.

Interoperability. ability to work with different infrastructure and devices supportiragigus protocols

and interfaces providing an abstraction from the adopted defitndrastructure.

1 Remote Managemenpossibility to configure the devices and gateways and to manage remote updates
of firmware and business logic.

1 Reliability: ensure deliveryand quality of data transmission against interferences (e.g. noise,
disturbance and/or frequency constraints on plant).

2.3 OTHER REQUIREMENTS FROM VERTICAL

Eurotech is a cybgshysical systems manufacturer and an industrial 10T solution provider. Eurotestoiged
in the industrial use cases lead by Leonardo and, in these use dagélsbe responsible for the lebased
infrastructure devoted to edge computing, data collection, systems and entergofbgare(e.g. cloud platform)
integration.In additon, Eurotech is exposed to other industrial use cases whose requirementsraneasized
hereafter.

The 0T based integration solution that should be adopted in the industrial use case requires a communication
gateway capable to monitor the infrastructurensure continuous, secure and reliable data collection and to
provide remote maagement functionalities. The communication gateway should satisfy the following hardware
and software high level requirements:

1 Rich set of hardware interfaces to providgennedivity between local devices & sensors and the
communication gteway.

1 SeveralOT Communicatioffechnology optionsto ensure the interoperations of the two parts of the
software framework, the one on the edge and the one on the enterprise side.

1 M2M/loT communication protocols support, to ensure nattended, geographically dispersednd
mobile devicegonnectivity, with a ressage orientedpublish &subscribe hierarchically structured and
standardized model.

1 Communication security, providing support for matuauthentication (also for the communication
deviceto-device), data integrity and confidentialitidardware support for security (e.g. TPM) might
improve the adopted solution.

I For data collection and command/contrattivitiesthe communication gatewayhsuld support high
transmission ratevith low latengy and near reatime capabilities

1 Provide a solution for command and contaddtivities with a specific protocol capable to support the
gateway emote managemenfor its entire lifecycle

9 Ensure reliableommunications in an industrial environment.

It has to be noted that part of the requirements expressed here are similar to the one seen in section 2.1
(requirements coming from the automotive sector)

2.4 SYNTHESIS OF REQUIREMENTS

One characteristic of theRS4EU project is to combine many use cases framnous vertichindustries Each
vertical has its own set of requirements that may lead to completely different solutions. The previous sections
illustrate somehow this variety. In this section we try to soamize¢ and synthetizeg these requirements to
define theoretically a unified communication solution that could suit all needs.

TheTablel summarizes the requirements expressed previously.
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Requirement

Longrange communication
capability ¢ low data rate

Tablel. Simmary ofhigh levekequirements

Exemple

CatM or NbloT

Comments

Low power is a key requirement her

Long range communicatior
capability ¢ high data rate

LTE Cad or LTE Cé&i

Depending 6the application, higher
data rates (up to few Gbits) may be
required. However, 150 to 300Mbits
DL seems to be a nice sweet spot. U
to be addressed too, for new set of
applications.

Short range
communication capability

Wi-Fi, Bluetooth, Zigie and alik

Could be interesting to have mesh
capability too

Wired communication

Ethernet

¢t2 02yySOl a2fRe
for transition purposeas well as
future application (e.g. automotive
embedded network)

Security

Capability to define aecure / non
secure zonesn the device

Private 4G or 5G deployment is also
mean to ensure endo-end security
to the vertical

Device Management
capability

Example: LWM2M, OMA based

Should enable secure ov#re-air
upgrade

Unified Software
environmert

Ideally, aptications should be able tc
interface with modems in a unified
manner

The standard for M2M is to use AT
command basedhterface. It would be
better to get more modern interface
such as &\PI

Low latency, high reliability

The level of requirements diregtl
depends on the use case.

4G may be limited here. 5G, with
URLLC and TSN can fit the
requirements

Requirement on latency is not only t
get low latency, it is also to have
deterministic latency

Onboard processing
capability

Ability to process data tmlly for faster
analysis and limit communication
burden

It is not directly a requirement for
communi@tion module, rather for
the complete device

The fist conclusion is that a single solution to fit all needs is not realistic, at least from modernegirep

However, it seems possible to define a kind of-priegrated platform, integrating multiple communication
systems, but leveraging possibly unifiaterface to ease its final use. This is indeed the target of WP6 and of the

already mentioned PIARLC

Moreover, it seems feasible to meet most of the requirements expressed in this initial phase of CPS4EU project

with 4G technologyexcept possibly theWw latency / high reliabilitpnes that have to wait for 5G.

As a result, the next section proposesme building blocks for the communication module that could be

considered into the WP6 PIARCH.
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3 COMMUNICATION MODWELEGACY PART

3.1 4G BASEBOLUTIONS

3GPP is the body of standkzation of cellular technology since 3&though 3GPP did not change itang it
KFa aGFyRINRATSR nD 6Fftaz2 1y2é6y a [¢90 YR A& y26 I R
LTE was introduced witRel. 8 of 3GPP, around year 2009. Rel. 13 was completed early 2013. In this release, LTE

cat-M (also known as LTH#) and NBloT were introduced as technologies for LPWA systems (Low Power Wide
Area) as the answer of cellular systems camp to (semi) pr@pyisolutions such as LoORA or Sigfox.

Hence, LTE offer a complete set of solutions, from very low end todnighto connect devices of various
capabilities and demands, with a unified network. 5G is completing this tresidgle wireless system to cave
all needsc bringing into the picture even higher data rates, lower latencies, higher reliability and technmues
support this flexibility, such as network slicing.

TheTable2 represents the typical data rate that could be obtained with various LTE categories of davites
exemplifies some objectsom dayto-day lifethat could be conacted with a given categorie®efinitely, in
industrial context, similar splitan be imagined.

Table2. lllustration of 10T that could be served with LTE based technologies

Throughput Applications

Routers network bridges, Higles video, A/R

1Gbps LTE Cat devices
100 Mbps (andhigher) V!dgo sgrvelllance, toar hotspot, Infotainment,
Digital sighage
10 Mbps Telematics, Predictive maintenance
LTE Cat
1 Mbps Smart watches, Point of sales terminals,
100 kbps Patient monitor, Alarm panels, Wearables
LTECatM
10 kbps Fitness devices, Trackers, Gas/water meters
1 kbps Waste management, Smoke detector
NBloT
Few messages Parking control, Smart agriculture

The next sections illustrate some of LTE modulegydesi by Sequans that could meet part of the requirements
expressed in section 2.

3.1.1 Examples of Sequans solutions

The GMO01Q EZLIinkLTE module is s, falkin-one, singlemode LTE category M1 (Cat Mdjpdule with

worldwide deployment and roamingppabilii @ ® Danmv A& ol aSR 2y {Sljdzad yaQ azyl
F YSYOSNI 2F {Sljdzr yaQ { G4NBI Y Atie$fethé of THNGSYGMOEQ caniprisgs¢ 9 OK A
{ SljdzZ yaQ aPlafdrmiNaD& all pteed elements necessary for a complete LTé#emasystem These

includean LTR LJGA YAT SR (NI yaOSABSNE -éndtOippodiLBHib&ndg wonfdideSand{ Y ! n  w
key interfaces, all in a sing®mpact LGA package. GM01Q als®if dzZRSa { S lprmlerylTEprofibcoNNA S NJ
stack and a compteensive software package for oviire-air device management and packet routing. GM01Q

is compatible with any host running Linux, Windows and a wide range of embedded axiinesalperating

sydems. It is an ultracompact, high performance solution, deliireg aperfect blend of LTE features and ukra

low power consumption ideal for the designa#llular devices including sensors, meters, buttons, and trackers

of all kinds.
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Obviously, Sequans not the only LTE module vendor. Similar modules can be pgedifeom Gemalto (Thales),

Sierra Wireless, Telit, Quectel, Simcom etc. Sequans offer is optimized for 4G systems and provides most often
lower cost, lower power consumption and lower size thig;m competitor. Moreover, it can allow more
customization toif very specific needs of end customers, thanks e.g. to an advanced debug and monitoring tool
providing deep information on the modem and the system.
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Figure4. Examples of architecture of a LTE@&equans module
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Figureb. Examples dadrchitecture of a NBoT Sequans module

Though these modules address different market, they present similar software interface: rasyypdieation can
be quickly adapted from one module to the other, though in practice it is unlikely that the same application is
defined for either lowend or hgh-end communications modules.

The next section introduces an loT gateway from Eurqteeling developed in context of CPS4EU, based on a
new hardware platform leveraging legacy communication components.

3.2 AN IOT GATEWAYOR INDUSTRIAL CONNECTIVITY

Eurotechis developnga solution to support lo€ommunicationsn industrial context.

The loThasal infrastructure is composed of a hardware platform conceived for edge computing and a software
framework for hardware abstraction, data collection, edgeoqassing, devices remote control, fleet
management and systems integratiorhe gateway will provideot only communication support (WP2) but also

all these latter functions in relation with WP1, WP6, and WiR8so provides a complete and developéigndly
environment for the implementation of the business logic, that is, the use case specificaioplithat partially
runson the edge and partially on the enterprise side.

Both components of the infrastructureéhat conceptually compose @mmunication gatewayare application
independent and could become Phetegrated Architectures.

The hardware |atform provides all the functionalities of an edge controller/multiservice gateway in a small and
rugged format factor, specifically conceivi industrial application. The platform will provide the computing
power and the hardware resources requiredtost the 10T software framework and the business logic of the
industrial use cases (e.g. intel Atom or AMD prooessarting from 1GHz, 8 GBVMC and several storage
media). It will also provide a rich set of communication interfaces, in order to guseaathigh level of
connectivity, both on the field for the integration with the manufacturing plant and with the enterprise IT
infrastructure (eg. cloud platforms, data centers, etc.). Typically, the communication interfaces include multiple
Ethernet, USBR&232/R$422/R$485, digital I/0 ports, a CAN bus port, a mini display port, an LTE internal
cellular and several internal interfaces forther expansions.

The software framework will be based on Eclipse Kura and Kapua, the open source commuroty okrs
Eurotech ESF and EC. From the connectivity perspective, the framework is responsible for:

1 Communicationchannel abstraction: developingnd maintaining the business logic on the field is a
challenging task, specifically when the integration withal®gsystems is required. The complexity of
the communication protocols represents an obstacle bfiththe development of the business logic
andfor its maintenance. The framework offers an abstraction layer that hides the technological details
of the comnunication protocols, with a unified and serviogented interface that simplifies and
speedsup the development process. The interface providpecific services for field communication,
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for the interaction with sensors/actuators and more complex devibes also for the interaction with
cloud platforms oenterprise software.

1 Field communicationée.g.Zigbee / 802.14, Serial, Bluetooth, EthetrnWiFi, RFID, but also Field Bus
technology like ModBus, CAN, etc.):

o with low level support for wireless anglired interaction with sensors/actuator;
o with low level support for machine to machine communications (e.g. industrial use case UC3:
vacuum andlrill need to exchange information on their position).

1 LAN and WAN communications and Internet connectivity ({@&lel Layer 1 & 2)including Cellular
Networks, Satellite, Ethernet, WA, xDSL, etcand M2M/IoT Communication (OSI Model Layer 5)
throughMQTT layered on top of TCP/IP (e.g. data collection in industrial use cases).

 Command and control communicationsquired to manage the fleet of edge controller/multiservice
gateways deployed in the manufacturing plants (e.g. industrial use case UC34nhd UC

3.3 SYNTHESIS OF EXISTING COMMUNICATION SOLUTIONS

From thequickreview of existing communication modules or m@dvanced solutiorfsom Eurotech it appears
that most of the requirement expressed in section 2 can be fulfilled with existing solutitoever, some of
the requirements, especially on latency cannot be met with 4G technologies and it is importamtikon future
building blocks to enable communication modules able to support the more demanding use cases from industry.

In practice, WP2 witleliver for short term (~1 year time frame):

1 Communication modulgto be integrated into the PIARCH (WP2)

I Field protocols to interface the industrial gateway with the manufacturing infrastructure (WP8)

1 Wide area network support for theéntegration of the industrial gateway with the existing IT
infrastructure (enterprise level as defined in WP8)

The next sectionidcusgstwo mainaxisof work, that will be tackled in WR&ith longer term deliveries
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4 COMMUNICATION MODULERXIS OF IMPREMENT

In the previous sections we have seen on one hand the early requirements expressed by the verticals through
the various usecases investigated in the CPS4EU project and on the other hand the capability offered by
nowadays communication modules. Gmetrequirements side, several aspects that are not fully supported by
legacy 0T systems, can be highlightedr instance:

1 The reed to combine intimately communication and Al based data processing functionslifipsrted
within the same hardware system

1 The need for low latency and ultraliable communications;

1 The need for time deterministic communication;

WP2 is aiming tonopose innovative solutions to fil these gaps. The next sections propose axis of improvement
on these topics that will be investigated within the project.

4.1 TOWARDS A UNIFIED FRAMEWORK COMBINING COMMUNICATION AND ARTIFICIAL
INTELLIGENCE

4.1.1 Main goal, scope othe project

The main goal is to develop a 5G system (reception) supporting the URLLC feature defined in the statodard
investigate new protocol and approacpréspective study;see paragraph 4:25G enhancemestfor CPS
communicatiormodulesat the physicallayern The system will deal with the part between the output of the ADC
(reception of the digitalized signal from the antenna) and the entry of the channel decoding maéritzall this

LI NI K S NB (asontertiéhad-agiR ¢

Actually,a complee chipset as presented irigure 4 or Figurei§ a collection of many IPs. Among these IPs, for
a communication system we generally find:

ax
™M
w
[N
O«
x

A RF module, including various low noise amplifiers (LNA), splitterslBltE & 6 A § OK S
Oscillators for clocigeneration

{2YS AYyUSNFI OS&a Y2RdzZ S& 0dza6X dzFr NIiz ! -LZX 5al! X 0
Functional modules IPs

= =4 -4 -2

+{hw! Qa 5{t A& 2yS 2F G(KS&S$S Lta |yR Ydad 06S | aaz20Al i
fully functional (for mstance to be plugged to a video decodas)summarized in Figure 6.

|-

Channel
‘ Decoder

Figure6. Representative higlevel architecture

+{hw! Qa 5{t A& RSRAOFIGSR (2 GKS &aA3Iylf &ergq@rEANByAal (A2
of computations with an exponential ireaise for the 5G standard compared to older standards due new features
(for instance beamforming) and new technics to increase the quality of reception (mimo 4x4, 8x8 and higher).

Traditional IPs dointhis functionality are based on DSPs with many haredvcoLINE OSa a2 NE® = { hw! Q&
is to be a solution relying on 100% software development: there is no need of additiopaboessors. This

approach is new in this field and opens up a broad rarfgeapacities linked to the software flexibility: werca

now imagine having a single DSP for 3G, 4G and 5G, wifi transmission, performing smooth handover from one
standard to the other; controlling the quality of reception; adjusting the processing for peasng Finally it

will easier to follow the evolutin of the standard, requiring just an update of the embedded code.

Thanks to the high frequency of processing, it will be also possible to control the latency and to meet the
requirements for the URRIL{€ature.
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During the project, VSORA framework canused by CEA LETI to develop and prototype advanced algorithms
with the help of VSORA. Thdsd 32 NA G KYa Ydzad 0SS ¢ N@laifainsand libzark (fefiveryi KS = { h
of a free licese).

Overall, the advantage of the proposed architecture is to previshhanced flexibility with respect to the
standard solution and functionalities. This flexibility targets to meet the heterogeneous requirements of CPSs,
which can be contradictory for diffent services. To achieve the required flexibility, this architecadapts its
parameters to tradeoff latency, reliability, spectral efficiency, and complexity depending on the specific service.

4.1.2 Software Architecture

The methodology proposed by VSORAluides several stepsEach step is associated with a different
developmentplatform:

f ¢KS aylFdA@Séeg LI FGF2NY

f ¢KS aKAIK fS@Sté¢ LI GF2NY
1 ¢KS awe¢[ é LI GF2NY

1 Thedcloudt platform

All phases of development shaitee same code and we can go through one model to the following by refining
it. In theCPS projegve willfocus ol KS  ay I G A @S¢ 3 & KlatBrias: théSRASoélel is dédicatédO f 2 dzR ¢
to the physical implementation which is out of the scope @& froject.

The first step is a research approadhgtiveéé Y2 RSt 0 Y + { Ifcalled@sib) ifaiCaNlibrakefining
containers as the standard library does and which lzasically matricesvith a set of operators and functions.
This library isery similar to the matlab tool which allows to try various designs/strategreaddition, thevslib
defines also bse objects likenodule port, channelvhich follow the same concepts as those used in systemC or
in other system languageh this phase,tere is no constraints about the hardwaaechitecture

¢KS aSO02yR aidSLI Aa G2 O2YKXt S NESE aRaA Y IMgh Tetebld! QK S O2
model). During this step, we can evaluate the load of the B3Brtn ofmemoryfootprint and number ofcycles

to execute the codgfor a given architecture and choose the one which is required to meet thktime
constraint. We can easily and quicklyre this sequence (stepl/step2) during the whole projddiis way of
development is a brdd@hrough compared to the state of the art, since it reduces dramatichéytime to market

and allows tahe signalprocessing engine@ &  tGio$nkeasure directly the consequences of their chaidout
waiting for a complete integration of their work on the final target

The choice of the final software architecture will be made throughitarsitive process.

4.1.3 Hostprocessor, OS

In a commercial project, the host processor is chosen by thimewes who purchases it from an IP provider. (for
AyahdlryOS Iy !'wa LINRPOSa&az2NE wL{ / wokIandScds€) which dre ptrig A & | & LJ
constraint ofcode porting without true interest for the project. Aus, we decide to model theost processor

withdza SNDa t/ 6Eyco Iy R {KwithdbuiffuNg prefesfed distribuiiaiidersimalatbnft 6 S £ A
in the high levelplatform provides also estimation dhe loadfor a realhost processor.

4.1.4 Introduction of the Artificial Intelligene (Al)

CEN 9¢L KIFa&a SELINBPaaSR Kra AyiGaSNBad (G2 AYyiNBRdIzOS | NI A T
study). Although this possibility was not mentionedtle early stage of the project, it is be possible to use

another line of producproposed by VSORA targeting Al.

4.1.4.1 Alin digital communicatiordevices

Nowadays Al is a hot topic overwhelming many areas: it is well known for speech recognition, comparter visi
natural language, etclts popularity relies on significanperformance improvement but requires a lot
computation. Most of Al applications we use daily are performed on-datders without tight time constraint
but more and more, it is used in eader devices (for instance most of smartphone now embed Al endores
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face/image recognition, or simply to enhance picture qualitp)addition,Al is nowadays considered to support
communication receiver algorithms. For instance the following articlestxaddress the topic:

1 Power of Deep Learning for Channelriation and Signal Detection in OFDM Systédia® Ye,
Geoffrey Ye Li, Fellow IEEE, and Biimgng Fred Juang, fellow IEEE, 28 august 2017

1 Deep Learninggased Channel Estimation for HiDhmersional Signal€Eren Baleviand Jeffrey G.
Andrews, 19 april 2019

1 Artificial IntelligenceAided Receiver for a &Pee OFDM System: Design, Simulation, and Experimental

Test Jing Zhang ; Chdtai Wen ; Shi Jin ; Geoffrey Ye Li, 06 May 2019

This use of Ab support communication reeiver is particularly relevant for non linear part of the receiver chain,
to replace complex algorithms (when facing NP problems). It is for instance used in channel prediction for
measurement reporting, and could be considefed MIMO or channel decodeespecially in context of 5G.

Another use of Al in endser device is to support local processing of data, somehow referred to Mobile Edge
Computing. Such local processing allows very fast decision loop or help to reducenimeicication load.

+{hw! Qa I LILNRI OK A& i ®sHpodtwoiniboge meritionedyapplic&tién: tRSptased S
complex receiver algorithms and to support local data processiagng both functionalities (Al processiagd
communicationgathered within amgle framework, combined with the flexibility of the full software processing
will multiply the opportunities to have very efficient systems.

4.1.4.2 VSORA approach for Al

The Artificialntelligen@ is a blooming topic andll major actorsre definingtheir own framework. Among most

popular frameworkswe findii Sy a2 NFf 263 OF FFSI LRG2NDOK Xo +{hw! Qa I L
frameworks and to accept all of therfor this purpose VSORAsdeveloped a graph compiler and according

the framework which will be used, some adaptatisrshould be required (adding featuwsen the graph

compilation flow to support new netwosy.

+{hw! Qa RAL) NS RSRAOIFIGSR (2 GKS AYyFSNBYyOS LINRPOSaaod ¢
be done separately Yy R G KS NBadzZ & 6a¢6SAIKGaE0 INB Ayldzia 2F GKS
Up to now, \BORA has never mixed Al dsp and BB dsp. Both dsps hasent@architecture:a host processor

controls a VPU (vectorial processor unfiie goal of this part of the pregt is toachieve the integration of both
architectures using the same host processor and to allow communication between the.cores

HOST
— =)
PROC

Figure?. Integration of the Al and BB part using the same host processor

The code executindhe Al proessing and the code executing the baseband processing will be run on separated
cores but controlled by the same host processof, hw! Qa @g2NJ O2yaiada AyY

() Defining a methodology

w Developing a unified framework (compilation tool chain)
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w Developingsdftware modules (including communication modules between Al core and BB core)

This functionality is optional and will depend on the conclusion of the prospective study.

4.1.5 Prototyping

The prototyping on remote FPGA may be used to validate the algorithmggiimulations) and / or to run live
scenarios but with potential limitations (the output bitrate can be limited).

The prototyping of the system will be done on remote FPGA (claud).h w ! dzasSa ! YIT2yQa LI I i
purpose.

Amazon

PC/linux
(host)

Figure8. Remote FPGA infrastructure

Due to the capacity of the FPGA, the DSP architecture (number of ALUS, quantization) implemented may differ
from the one derived from the conclusion of the study (number of ALU per core, communication between cores).
The system is still functional but threal time aspect could be altered.

There are many possibilities to feed the system with input data (simulating the output ADC):

W ''aS SljdzZALIYSY(d 2y dzASNR& aARSY Ay (G(KAA c@tes S RI Gl
a bottleneck

w Export the generair of data on PC next to the FPGA boamisr(piledexecutable).

w Read pattern files stored on the PC next to the FPGA boards.

Ly G4KS &alYS ¢glex GKS 2dzildzi adNBIY Ol y roughnebé®éesSa a SR
sent via TCP/IP.

4.2 5G EMANCEMENTS FOR CPS COMMUNICATION MODULES

In this Section, we will present the studies under investigation to extend 5G mobile communication capabilities
in order to deal with the CPS requirements, i.e., limited latergghenergy efficiency, and ultreeliability.
Specifically, in Sectioh2.1we will introduce physical layer solutions and in Secddh2we will discuss MAC
layer mechanisms. In the first groupf studies, we will investigate precoding schemes for cooperative
communication in the context of neideal backhaul, notvinary (NB) channel codes for massive anticatiloT,

and channel codes for mulink communications. In the second group of segjiwe will study the tradeff
between reliability and low latency and we design MAC solutions to deal with this-ofidm this context,
Artificial Intelligence glorithms may be efficiently applied to optimize these functionalities and conduct to
reduced complexity compared to existing approaches based on classical heuristics or optimization framework.

In the next deliverable, we plan to provide a detailed dedimipof the specific problems under investigation
and define the potential solutions teolve them.
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4.2.1 5G PHY Enhancements for Gid&munication modules

4.2.1.1 Link reliability enhancement and cooperative networks

Stateof-the-art researches allow wireless UltralRéle Low Latency Communications (URLCC) networks to
ensure Quality of Service curreptonly satisfied by specialized wired networks such as PROMNGZ019]
Ensuring wireless but reliable communications proves to be appealing as it improves neexdkity, e.g.
straightforward management of connected nodes, and it allows the suppee cases implying mobility, e.g.
guided vehicles.

Backhaul infrastructure

Base station 1 Base station 2 Base station M

Y11 s YN Y21 e Y2, Ny, YMm1 cer YM. Ny

n _~_L ni1 N, —8 no _~l na N, _».’_l_ n; i n N, Yan)
L1—y .. 1_-_-\m O ) 21— .-‘-"«m = "{'1__3‘-. _1{7\“?—,:_ g

- Channel - Gl B

hl—".}; o hz—‘?; hg —";

81 82 SK

Figure9 Example of an uplink transmission via a CoMP network with M base stations and K served users [MF2011].

A pragmatic approach is to deploy dedicated networks, integtabut independent to public ones. Such
networks are fully adapted to industrial systems requirements and ensure straightforward maintenance and data
privacy. However when mobile industrial syists are involved, shadowing and path loss are likely to aghigh

hinders the transmission/reception of connected nodes. Extending the service coverage can be achieved by
considering multiple coordinated base stations. This technique is known as CdeddiMaltiPoint (CoMP)
[MF2011Jand inherently provides spatidiversity to cope with the two aforementioned impairments ($égure

9).

However, because of the limitezhpacity of the backhaul links and the mobility of nodes it is infeasible to obtain

a centralized global channel state infoation (i.e. shared by all coordinated base stations). Therefore,
determining ideal cooperatively joisitansmission (downlink) goint-detection (uplink) strategies is challenging.

In practice, the channel state informations (CSI) of other base statomsmperfectly known because of

quantized and/or outdated feedbacks (in addition to inaccurate channel state estimation). A $eltsrare

available on scenarios with decentralized channel state informd#@2018] In the framework of this study,

we propose to investigate new precoding techniques to fulfil reliability requirements with constrained backhauls

link (quantization, Mg NF SOG4 / {LZ SiOX0® /2RAYy3 a@BRIXVISEN rat& dI dx &
splitting codindSSP2009will be addresed as well to benefit from the diversity gain they offer.

4.2.1.2 Design of optimized modulation and coding schemes for loT

The publicatio of 3GPP Release 15 in June 2018 paved the way for the new 5G air interface, making a new step
towards the new generation fomobile networks. The work on the development of a new radio interface

dedicated to Internet of Things (IoT) connectivity shouldnttstart in 2020. It is expected to replace or to

complete the Narrow BarkbT and LT interfaces originally specified Release 13 [3GPPTS38.212] in order

to achieve the multservice capability of 5G. Actually, 10T use cases can be divided into tegwigas Figure

100Y aYlFaaAa@Sé LXK AOFGA2Yya O&YI NIié 0oHAIIRA PHEX 2 Vil ¢ & NR
Fdzi 2 YF 6§ SR @SKA Of toasXare ¢haradtetizadAb@itgh tehsityt ohcOrinected devices, small data
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payloads, as well as stringent constraints on the device energy consumption and cost. Maximizing the spectral
efficiency of an I0T network is a key peguisite for providing massivannectivity. Critical IoT applications are
characterized by ultraeliability and very low latency requirements.

Massive loT Critical loT
= ! s
R e gl i< B | oy .
Smart Logistics, tracking and Remote Traffic safety .
building fleet management health care and control

— - ™
. é‘») (('B')) (c‘?\: EEED {g@ d&g‘ z’ Remote
‘.));...,. t?{ _— < manufacturing,

Capillary networks Smart Smart Smart grid | Industrial application]  {raining,
agriculture | metering automation and control surgety
Low cost, low energy, Ultra reliable,
small data volumes, very low latency,
massive numbers very high availability

FigurelO: Requirements for massive andical loT applications

The first wave of IoT standards are far fromhiawing the reliability and spectral efficiency targets: they
implement suboptimal Forward Error Correction (FEC) schemes such as convolutional or Turbo codes combined
with repetition cades (EE5SM [GSM], Narrow BanadT and LT [3GPP]), simple Hammingpdes (LoRa
[LORAY]), or simply omit any FEC capability (SigFox [SIGFOX]).

Our contribution aims at optimizing both the reliability and spectral efficiency of 10T networks, by defining new
coded modulation schemes to address-&pecific requirements. To ik end, our contribution will build upon

the emergence of NB codes, combined with a Cyclic Code Shift Keying (CCSK) modulation. Powerful NB codes will
be investigated, such as NB L-BD&nsty Parity Check (LDPC), and-Riar codes.

NB codes are known to gvide increased error correction performance at short block lengths, which makes
them excellent candidates for addressing critizal ultrareliability and low latency requirements. Wil
decoding algorithms for NBDPC codes have been intensively ingaséd by various authors [SAV2014],
decoding algorithms for NBolar codes have practically not been investigated in the literature. We aim at
investigating different solutions for decodj NBPolar codes, including Success@ncellation (SC) decoding
with min-sum or minmax approximations [SAV2008], or the generalization to the NB case of more powerful SC
List and ESCFlip decoding algorithms [CSD2018].

To address massiMeT requiremats, such as longange connectivity and low levels of sensitivity Bbdes will

be combined with CCSK modulation. This new coded modulation scheme, referred to aSBa08K, can be
easily implemented in a cost efficient way at the device side. GB®idde provides several advantages
compared to state of the art wavefms: it offers selsynchronization and seiflentification capabilities, and is
able to operate at ultrdow Signato-Noise Ratios (SNR). Our objective is twofold: (1) the design and th
optimization of low coding rate CG8IB-codes, and (2) the definith of efficient detection and synchronization
algorithms, by considering the whole frame itself as a preamble thanks to the particular structure eNBCSK
code frame.

4.2.1.3 URLLC based on cad multi-connectivity

The interaction of Cyber Physical Systems (CRHEs the surrounding world and with other connected and
intelligent systems will strongly rely on the powerful and revolutionary features of the fifth generation (5G) of
mobile communiations. 5G will benefit from (massive) MIMO communications, from reseeleployment of

small cell base stations, and from larger bandwidths [ABC14]. These three technological developments are
possible also thanks to millimetre wave (mmWave) communicationsadio access in mobile environments
[RSM13], [SHB17], because miangs have short wavelengths and allow many antenna elements to be packed
together into wellperforming and highly directional MIMO systems. Going beyond the enhancement of the
physical lger, 5G networks are foreseen to enable several new services feratitfsectors (verticals), such as
Internet of Things (loT), industry 4.0, autonomous vehicles, remote surgery, etc., in which CPSs will be integrated
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and play crucial roles. Many of threeservices will be characterized by strict requirements in termatehty and

reliability, for which a flexible design of the network and new communication techniques are needed. In
particular, UltraReliable and Loskatency Communications (URLLC) havbe guaranteed for missiecritical

applications that are especialtielay-sensitive. The performance goals of URLLC ararsilisecond ovethe-air

latencies, packet error rates of less thanrt , and low to medium data rates achievable also in scenarios with

highda LISSR dzaASNRQ Y20AfAide e { ddtain€Kviattlie XofrbiRagich of LSK/&A 2 NI | y C
different techniques and enablers, including new communication protocols for uptioéss, flexible scheduling

of physical resources, novel erroorrecting codes for short blocks, and reliability through spatigahporal, or

frequential diversity. In such a context, our work will focus on solutions for joint ‘ooifinectivity (spatial

diversity) and mmWave communications as enablers of URLLC.

The major drawback of mmWave communications is their vulnerabilitfdoking events due to obstacles or
beam collisions [AC13], [SMM11], [JKP19]. When a blocking event occurs, the attensiaiohigh that the
communication is interrupted. The passage of obstacles between the transmitter and the receiver causes a
certayy GAYUGSNNYAGOISYyOeée 2F (GKS OKFyySt GKIFG YlIe t£SFR (2
retransmitted or reovered via suitably designed erroorrecting coding schemes. In URLLC scenarios, there may
be no time to retransmit the informadn bits, since blocking events can last longer than the maximum allowed
offloading latency; moreover, retransmissions candliéa a high additional power consumption, which is not
suitable to some applications. Then, different countermeasures can be tikeleal with blocking events.
[BCM17] and [BCMC17] propose aplibckage solutions in the context of computation offloadimgl @dge cloud
networks. These solutions exploit mditik communications and overprovisioning of radio and computation
resourcestaking into account a priori knowledge (estimation) of the blocking probabilities. In these works, a
resource allocation prdbm is formulated as the minimization of the power consumption to guarantee an
average bit rate above a certain threshold, in spitf blocking events. In [OAN+15], the authors perform a
proactive access point (AP) selection based on prediction of huroakibf events. In [GMRZ16], uplink channel
measurements are used for the selection of the best AP and to select a new AP inbteddray event occurs.

In [OSF14], the authors investigate the problem of achieving high availability in wireless netwadiSngxan

optimal number of Rayleigh fading links. In addition, the temporary failure of intermittent mmWave channels
can be ovecome via multiconnectivity [RRM16], [WSD19], which refers to several different techniques to
leverage diversity. The ideatlsat, through diversity, messages can be delivered from the users to the network
and vice versa even when not all wireless conioes allow effective communication due to temporary
blockages. Through Coordinated Mt#wint (CoMP), for instance, a numbafr network APs collaborate and
coordinate with each other to both reduce inteell interference, to optimize their beamformingnd to deliver
messages to users avoiding beam collisions and losses due to blocking [3GPPTR36.819]. Carrier aggregation
[BGPHR36.823] and dual connectivity [GMRZ16], [PGM+17], instead, are other forms ctonulctivity

based on inteffrequency commuitations.

We will investigate scenarios in which CPSs communicate with the network via mmWave communications. We

will focus ¢ dzLJt Ayl O2YYdzyAOF GA2ya 0SG6SSyYy [/t {cénstrhine®Ror i KS y S
rate-constrained scenarios. As glmated in Figurell, the CPSs are supposed to be able to exploit multi
beamforming echniques to send information to several APs at the same time. The information sent over
different links is then collected by erthe APs, which transfers it via backhaul communications to a processing

unit or to further nodes in the network, depending arse cases. The concurrent exploitation of different
communication links has two advantages: i) it allows reducing the uplinksitngssion power [dMCB19],
w./almte G GKS dzaSNRa AARST AA0 Al SyKIl ¢dfrationkS O02YY
transmission remains active even when some of the single links between the CPS and one AP are temporary
unavailabé due to blocking events. Our goal is to investigate the problems of beamforming, link selection, power
optimization, and blockge counteracting in such scenarios. Moreover, we will propose novel solutions to the

problem of longterm blocking events thanterrupt the communication over one (or more) links and cause the

partial loss of the transmitted dat&ensors on CPSs linkeddigital maps can help to determine if blockages

due to static obstacles occur. Therefore, their effect can be alleviated, lBygoptimizing accordingly the

resource allocation. However, managing dynamic blockages, due to moving obstacles, is anatipageh

We propose to make the communications uliable by exploiting spatial errarorrecting coding: the

information sen over different mmWave links can be jointly encoded and protected against partial losses via ad

hoc erasure correction schemellew coding techniques have to be developed in this scenario, due to its

Gl a2dYYSGUNROAGREE O00GKS S Nib differdidd andItlie ™ thé dvérall teguirengnts 8fthO@ K 6 £ 2 (
problem (low latency, power optimization, etc.). Our goal is to findlgical performance bounds and trade
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offs and to design codes for mulihk communications that both guarantee a good outagehability and
NERAZOSR LRSSNI O2yadzylliazya Fid GKS (NIyavYaAGddsSNDRa aARSd
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Figurell: Multi-connectivity upnk communications exploiting spatial diversity.
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4.2.2 5G MAC Enhancements for C&3nmunication modules

4.2.2.1 Stochastic Geometry Framewlorfor Ultra-Reliable Cooperative Communications with
Random Blockages

Traditionally, control/command applications in industri@hvironment such as automated manufacturing,
packaging, and cfield process monitoring are realized through wired communicajogg., using Ethernet
based solutions [CVV2008]. These solutions can be expensive to deploy and cumbersome to maintain.
Additionally, several of these applications require a highly flexible and dynamic communication infrastructure so
as to support mobity. As a result, there is an increased interest to replace wired communication systems with
wireless alternatives to reduce budls well as installation and maintenance costs [GH2009].

On the downside, the presence of physical blockages or unfavorabteeheonditions in factory environment,

can severely degrade the transmissions signal strength when using wireless communégatimiogy. This may

be detrimental, especially for UltsReliable Low Latency Communication (URLLC) applications. To adhisess t
issue, multhop transmission with cooperative relaying is proposed in [SSR2015], where the devices with good
channel condibns cooperate to provide a reliable communication link to devices in poor channel conditions.
Here we extend this work by ass@sg this cooperative communication protocol in realistic industrial
propagation environment, considering the effect of randotodkages to the system performance (deigure

12).

Specifically, we assess mudvice cooperation for reliable industrial wireless control while taking into account
the effect of channel blockages. We model the location of theicks and the blockages as random processes,
and use tools from stochastic geometry [GDC2018] to analytically characterize the probability of a typical node
to be under coverage with and witlut cooperation.

[l Central Controller

A Devices

. Blockages

=—p LOS Link

== NLOS Link
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Figurel2. System mdel under investigation.

4.2.2.2 Enhancements of Deterministic UltReliable Low Latency Communication (URLLC)
Protocols by opportunism

The fifth-generation cellular mobile networks aexpected to support ultraeliable low latency communication
(URLLC) servigeThe requirements of URLLC applications are:

1 Endto-end latency down to 1ms

1 Determinism (i.e. whether the latency is stable) down to 1us

1 Reliability (i.e. success probability tbhnsmitting a certain number of bytes within a certain delay)
between 99.99% and 110”9

1 Availability (i.e. percentage of time ewid-end communication service are delivered according to an
agreed Qo0S) up to 99.99%

1 Connection density (i.e. the number dévices fulfilling a target QoS per area) of 10"6/km?2 for massive
deploymentor 100/m2 in certain area

1 Lifetime up to 15 years

These goals are ambitious, but they are related to the 5G requirements for URLLC use cases and 3GPP is currently
defining the furctionalities that will enable 5G technology to meet them. Consider alsogpatific industrial
applications can be characterized by (much) looser constraints and, in general, realistic use cases will not require
those stringent constraints to be satigfi@ltogether.

As detailed in the survejGJS2019kome mechanisms arproposed to exploit diversity in terms of time,
frequency, space, antenna, interface to improve the latency/reliability limitese mechanisms can address the
PHY layer, the MAC layar can be cross layeFigurel3).
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Figurel3: Mechanisns for URLLC communication in PHY/Cross/MAC Layer

In 5G networks,dr a UE to receive resources from eNB, the bearer needs to request access, be admitted and
then have resources scheduled to At.bearer requires ahtroughput a celayand giority and fairress among

users Semipersistent scheduling removes the delay for establishing each UL @itmnshorter the latency, the
shorter the period, the more resources are wasted when intermittent use

Then the main challenges thave will focus on, are: iHow to achieve low latency and high reliability without
wasting resourcezand ii)How to support massive URLLC devices with limited res@urces

A simple observation can be made: All URLLC requirements can hardly be reachieertMye need to make a
tradeoff between reliability, latency, scalability and spectral efficiency. In this project, we propose to study a
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novel transmission and allocation (PHY/MAC) method providing a flexible tradeoff between reliability, latency,
scalalility and spectral efficiency.of that purpose, we propose to enhance URLLC deterministic protocols
(providing the minimal QoS) by opportunism.

Taking into account that URLLC applications have a range of requirements (in terms of reliability and latency),
our 5G URLLC building block# mix resource reservation and opportunistic use of the spectrum.

On the one hand, we will exploit existing or propose deterministic protocols to provide the minimal QoS
requirements (e.g., minimal reliability, minimal aadility, maximal latency withdyjitter) in order to ensure low
latency and reliable communications. The aim of this protocol is to bound the performance. It could be based on
dedicated semi persistent scheduling. However, resources can be reservediagdorthe bearer requirements

but they are not expected to be always used. Thus, the cost of low latency is the potential high spectral
inefficiency.

On the other hand, we will enhance the QoS (uteliable or ultralow latency) thanks to an opportunist
approach. This complementary protocol will share limited resources (shared/unused) for heterogeneous URLLC
services and will improve the reliabiliby exploiting spatial and frequency diversity and propose a better latency
(but with jitter). Thanks tdhis approach, we are allowed to overbook the shared resource and we can naturally
provide heterogeneity management.

The design of our 5G URLLC bogdbdlockgaking into account the reliability and the latency requirements of
CPS use cases will be vatet in Open Air Interface (OAl) based platfofeereFigurel4). OAl is open source
softwarebased implementation starting from LTE and going on to 5G and includes the full protocol stack of 3GPP
standard (EUTRAN (eNB, gNB, UR)CHMME, S+8W, HSS) )

( AT commands Management {(SS) \ /
Y r', \ f \ 1
] \ I MME Apglication 5+8 GW Application
£ - - " .
5 5

l O - A = ) | I I |
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Figurel4: Architecture of OAincluding RAN and core network

4.3 TSN ASPECTS

The move towards cloud manufacturing put a strain on networking technologies in order to ensure ubiquitous
and seamless connectiy while meeting the stringent redlme requirements. An example of cloud
manufaduring scenario is showhRigurel5in where a PLC controller running on the cloud remotely control and
monitor the 1/0 sources in the factory. Suctitical communicatia will require high synchronicity in the order

of 1 ps [3GPP22804] and presents stringent requirements on latency, communication service availability and
determinism. Today, 5G networks are able to provide the uidlaable and low l®ency communicationfURLLC)
feature. Therefore, the integration of 5G networks with IEEE Ethernet Time Sensitive Networking (TSN) would
make smart factories fully connected and enable the different communications to meet their requirements.

D2.1Specification and CPS4EQPUBLIC 26/38
Architecture of the This project has received funding from the ECSELUnd#rtaking JU) under grant agreement
Communication Module No 826276



E é ( 5Gcore Network 1[%
i) RN ! -
—_— gNB

PLControllerin
cloud

Sensorsn the
production line

™ Robot control

Machine vision % IEEE 802.1 TSN Switch

Figurel5: Cloud manufacturing use case (unified B&\ architecture)

The goal of this study is to develop a solution capable to ensure atoeadd determinism for critical flows that

have to go through a hybrid architecture composed dfdehet TSN and 5G ngorks. The first step for that is

to establish a high synchronicity between the PLC controller and the I/O sources and to provide means to monitor
and manage this synchronicity whenever it is needed.

Several techniques for improvingd synchronization awiracy while minimizing the synchronization errors have
been developed for TSN or 5G networks. However, considering the emerging heterogeneity of networks in
industrial domain, a new ultriight synchronization architecture should pide the absolute syrnwonization
among the networking devices.

Our aim is to provide a network configuration and management solution that will configure the time
synchronization in networking devices, monitor the time accuracy and reconfigure the tinchreyization

when thehigh synchronicity requirement is no more satisfied. The proposed solution will rely on the protocol
IEEE 802.1AS [802.1AS] to provide time synchronization between devices inside the Factory and the time
synchronization feature in 5@etworks in order toachieve the required synchronicity. The proposed solution

will address how to ensure a global synchronization by mapping between the time synchronization naturally
provided in 5G cellular radio and the time synchronization providedEEfE 802.1AS in Ethet TSN networks.

In the following, we provide an overview of the protocol IEEE 802.1AS as well as of time synchronisation in 5G
networks. After that, we argue the need for a network configuration and management solution that will be i
charge of configurig, monitoring and reconfiguring the time synchronization in the network.

4.3.1 Time synchronization in TSN networks (IEEE 802-2@0)

IEEE 802.1AS (generalized Precision Time Protocol [BZRASR & | Y 2 NB proficBRABENESS (i A S ¢
2008(PTP) [IEEE1588} LAN. The scope of this standard is to ensure thatdynchronization requirements are

met for time-sensitive applications, such as audio and videomss bridged and virtual bridged local area
networks consisting oEANmedia where tke transmission delays are fixed and symmetriddlis will How

multiple streams to be synchronizelt providesa common time base for sampling data streams at the source

node and presenting those streams at the destinatinade with the samerelative timing. The timeaware

systems (i.e. Bridges and end stations) in the bridged pekiddically exchange timing information that allows

both ends of the link to synchronize their time base reference clock very precisely

The rationale behind deveping this sandard was that the synchronization information provided to each
network node will allow the jitter, wander, and time synchronization requirements of demanding applications,
such as Audio/Video applications in a residential environment, tmbe In fact existing time synchronization
standards such as IEEE Std. 18882 and RFC 1305 (NTP) operate at layer 3 and impose unacceptable
operational complexity and implementation costs on a developer of residential AV equipifesrefore, IEEE
8021AS haslefined a specific profile of IEEE 158808 with additional timing features which greatly improve
timing accuracy and lock time

This standard provides precise time synchronization of the network nodes to a reference time with an accuracy
of p Al (i.e. between pair of nodes separated by no more than 7 hopsfact,all End stations and Bridges in the
same LAN measure and exchange timing information such as link and residential delays leading to extremely
accurate time, on the order of fewumdreds of nanoseonds per hop, worst cas&Vith such accurate time,
streaming can be start immediately after system boot rather than waiting some milliseconds for the time
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reference to stabilizeWorstcase time synchronization accuracy degrades lindaelyond 7 hopg802.1AS]
[BEL2004]

In the following, we provide details about 802.1AS architecture, Best Master Clock Algorithm and time
synchronization mechanisms.

4.3.1.1 IEEE 802.1 AS Architecture

802.1AS endpoint 802.1AS end-
Grand Master point

802.1AS devices send a sync message and
a correcting follow up from the master port
to the slave port(s) in other devices.

@ clock master port 802.1AS
IE clock slave port

endpoint

802.1AS bridges provide timing correction
information based on the delay through a cable
and the bridge itself 802.1AS

endpoint

Figurel6: IEEE 802.1AS architecture

The IEEE 802.1AS architecture is depictétignrel6. A time-aware bridged LAN consist of two types of nodes:

I Timeaware end stationwhich if not grandmaster, is @&cipient of time information

1 Timeaware Bidge, which if nograndmaster, receives time information from the grandmaster(perhaps
indirectly through other timeawarebridges), applies corrections to compensébe delays in the LAN
and the biidge itself, and retransmits the corrected information

When aBridge or endstation is the grandmaster, all its ports are set on clock master médetwo directly
connectednodes, we cannot have both of their ports, at the same time, in clock master or in clock stales m

4.3.1.2 Best Master Clock Algorithm (BMCA)

All time-aware systens are required to participate in BMCA to determine the GM and construct a time
synchronization spanning tree with the GM as the root. This latter uses the spanning tree to spread the
synchronizd time to the other timeaware systems.

The GMcapable syste announces its presence via ANNOUNCE messages. Each one of these messages contains
the time-synchronization tree vector information where one tiragvare system is the root of the tre&ach
time-aware system irthe network uses the information containedhithe Announce messages along with its
knowledge of itself, to compute the roaf the spanning tree. If the root is Gbapable, it is considered the GM.

As part of constructing the time synchiiaation spanning tree, each port of each tiraeare system iassigned
a role namelyMasterPort SlavePortPassivePorand DisabledPortTo decide the root for the spanning tree, all
time-aware systems compare between the recenINOUNCE messages usingshstemldentityparameter
which is a concatenation of thefollowing attributes: priorityl, clockClass clockAccuracy
offsetScaledLogVarianggriority2, clockldentity

The process is repeated until all tiragvare systems convge for the best GM in the network. It can be
reinitiated when a change happens in thetwork like the current GM fails or leaves the network, a tiaveare
system having access to better clock or a new suitable GM joining the network.
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4.3.1.3 Time synchronizatiomnd correction

Thegrandmaster GM) sends lis current synchronized time to all dirdgtattached timeawarenodes. Eachone
of thesenodesmust correct the received synchronized time by adding the propagation delay (i.e. the time
needed for the informatiorto transit the communication patbetweenthe grandmasteand the nodg.

Accurate l@al egress and ingress timestangwsrequired in the MAC/PHY to compuitee following parameters

1 Propagation delay (per slave port): the computation depends on thddictknology in use
1 Nextneighbor rate ratio (PPM offset to link partner): to determifiéhe neighbor is running slower or
faster than the current node

The timeawareBridge must forward the corrected time information (including additional correctionsiétays
in the forwarding process, called residence timejhe other attached timeaware nodes. The residence time is
local to theBridge and easy to compute

IEEE 802.1AS defines mechanismarfeasuringpropagation delay usingtandardbased procedures for the
following media:

1 IEEE 802.3 Ethernet using-liplex pointto-point links

1 IEEE 802.3 Ethernet using passive optical network (EPON) links

1 |IEEE 802.11 wireless

1 Generic cordinated shared networks (CSNs

In the following, we considelEEE 802.3 Fwduplex pointto-point linksin order to show how Bridges and
endpoint in IEEE 80225 compute propagation delay and synchronize their clocks.

4.3.1.3.1 Propagation delay

The measurement of propagation delay on a-fluplex, pointto-point link uses the PTP peer delay mechanism
described in IEEE 152808 [IEEE1588Figurel7 shows the message exchanges between twoetaware
systems in order to determine the propagation delay between them. The-tima&re system 1 port is in master
mode. The timeaware system 2 port is in slave mode.

1) Timeaware systemlschedulesPdelay Redor transmission. As it passes out the PHY, the ingress
timestampo is captured (using master clock).

2) The ingress timestamp of Pdelay Req messaimeq captured inime-aware systen®? as Pdelay Req
passes from PHY to MAC (ugsslave clock).

3) Timeawae system?2 schedulesPdelay Respor transmission.Pdelay Resgarriesd . The egress
timestamp ofPdelay_Respansmissiond ) is captured.

4) The ingress timestamp @f is captured irtime-aware systeni.

5) Timeaware sgtem2 sendPdelay Resp Follow Wpessage which carrigs to time-aware system 1

At the end of this exchange, the tirmvare system 1 uses these four timestamps @0, 0, andd) to
compute the propagation delayf link delayis fixed and symmetridhe propagation delays calculated as

follows:
) 0o 0 0O 0
(@]
q
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Figurel7: Propagation delay measurement using PTP peer delay protocol

Each port in the tim@aware system is asciated with several management parameters that defines the
frequency with which messages are sent. For instance, The pdelayReqlnterval defines the mean Pdelay Req
message generation interval for the port. The vakainitialLogPdelayReqInterval controbe startup rate of
pdelayReqInterval.

4.3.1.3.2 Clock synchronization
Figurel8shows the clock synchronization mechanism.

1) The naster pat in time-aware system-1 schedules SyncmessageTimeaware system-1 captures
the transmissiortimestamp0  usingthe master clock
2) The slave port in timaware system i captures the receptibmestampo 0 (i ,Pasthe Synanessage
passes from PHY to MA&yersusing the slave clock
3) The master port in timeaware system -1 sends Follow _Up message that carries the
N1 QOQ Q61 "QQQtheXDOM AARDERNIdGABGA ZAATENTT Q0 OROH Y@ Qi 0 Oan
contains the time of the GM when it originally sent this synchronizatidormation. The field
AT OOA A OE lcdnt&is Ahke difference between; andfi Q'Qi Q01 "QQQFHYTIAQI 0 Ha 1
O A O A 2 Addteratio of the GM frequency to the frequency of the LocalClock in-éiware system
i-1. If link delay is fixed and symmetric, the slave clock offset is calculated as follows:
1 offset =0y 0y Ni €n o QRN WE &
4) The timeaware system i generates a new Sync message to be sent through its master pod @t tim
It computes theAT OOAAOETd & HATQR QI QU1 "QQQiTordddaHat idcdndprites &
value of time interval betweerd; and 0 expressed in the GM time base and added it to
AT OOA E A E AThikinterval is the sum of the propagation delay between t#mare system-i
and i expressed in the GM base time and thesidence time in timeaware system i (i.e. difference
betweeno ; and o ; expressed in the GM base timdpon receiving FOLLOW_UP message from-time
aware system-1, the timeaware system i creates new FOLLOW_UP message with the following fields:
Nl QOQ Q01 QOO I'YNa DA 6 Kafidt) & B A RaAdBént! it to the timeaware system i+1.
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Figurel8: Clock synchronization

Each port in the timeaware system is associated with the Syncintepabmeter. It defines the mean time
synchronization event message generation interval for the port. Theuttefalue defined in this standard is
125ms. The Syncinterval has a direct impact on system synchronization time at startup as taeémeystem

must receive a minimum of two Sync messages to obtain basic synchronization. After initial synchroisization
achieved, synchronization can be maintained with a much larger Synclinterval, with the benefits of reduced CPU
load and network overhead. The i@t and operational sync intervals are set with the variables
initialLogSyncinterval and operLogSyncintemespectively. The slave port may request that the Syncinterval be
increased through the use of gPTP signaling message with the message inguest fELV.

4.3.2 Time synchronization in 5G networks

Time synchronization is an essential part of the 5G cell@dio systems operation. This has already been
common practice for earlier cellular network generations. The fronthaul network provides connelttitgen
functional blocks of a cellular base station (BS). The fronthaul flows between these functiotkd hlve
stringent quality of service requirements.

Recently, a collaborative work between Fronthaul experts of CPRI corporation and Ethernetkiregvexperts
of IEEE 802.1TSN Working Group led to producing IEEE 802.1CM specification. The purpasanafaidss to
specify defaults and profiles that enable the transport of Teeesitive fronthaul streams in Ethernet bridged
networks.

4.3.2.1 Time synclonization 5G cellular radio

Since the earlier cellular radio systems, the time or frequency synchronizagisrbeen embedded into 5G
cellular radio systems as an essential part of their operation. The purpose of synchronization in the context of
cellularnetworks is to make sure that the relevant devices and base stations possess a common frequency, time
and ghase reference for data transmission. From Release 10 of LTE specification, advanced functionalities in LTE
dealing with heterogeneous networks relgn a tight phase and time synchronization [KHA2010] Time
synchronization in 5G cellular networks is notyooénsured between User Equipment (UE) and Base Station (BS)
but also between neighboring Bases stations in order to synchronize their transmésglavoid any intecell
interferences. Several work have been addressing how to achievetigltiasynchraization for URLLC. For
instance, authors in [AAM2018] highlighted the potential of ethe-air synchronization mechanisms in 5G radio
interface tosatisfy the need for ultraight time synchronization in factory automation use case.
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